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Abstract. Bayesian network (BN) is an important tool for uncertainty knowledge rep-
resentation and inference. BN parameters learning is one of the main steps of BN con-
struction. It is a research hotspot in the field of data mining in recent years. When
BN is complex, especially the network has hidden variables or small sample, the param-
eters learning is very difficult. In this paper we integrate cuckoo search algorithm (CSA)
and cell membrane optimization algorithm (CMOA) to put forward a hybrid swarm in-
telligence optimization algorithm – cuckoo search algorithm optimized by cell membrane
optimization algorithm (CSA-CMOA), and then bring CSA-CMOA into BN parameters
learning. In our BN parameters learning method, we improve the convergence perfor-
mance and speed of the algorithm by adjusting the random movement speed. BN param-
eters could be obtained by only giving the status of the evidence nodes and goal nodes,
and do not need to know the middle nodes status, so it can realize the parameters learn-
ing with hidden variables. The experimental results show that the parameters learning
method is effective and feasible.
Keywords: Bayesian network (BN), Parameters learning, Cuckoo search algorithm
(CSA), Cell membrane optimization algorithm (CMOA), Hidden variable

1. Introduction. Bayesian network (BN) [1] is an important tool for uncertainty knowl-
edge representation and inference. At present it has been widely used for gene expression
analysis [2], information retrieval [3], decision support systems [4], sports betting [5], and
risk analysis [6]. BN parameters learning is one of the main steps of BN construction. For
specific areas, the structure of BN can generally be obtained by domain knowledge and
expert experience, but the parameters of the BN can only be got by learning. When BN
is complex, especially the network has hidden variables or small sample, the parameters
learning is very difficult. At present, expectation maximization (EM) algorithm and Gibbs
sampling algorithm are two main parameters learning methods based on incomplete data.
These two algorithms both have hypothesis of random lack, and they estimate missing
variables by analyzing instances with complete data. However, for the presence of hidden
variables there are no better BN parameters learning methods.

Cuckoo search algorithm (CSA) is a new type of swarm intelligence optimization algo-
rithm which simulates natural cuckoo spawning behavior which was proposed by Cam-
bridge University scholars Yang and Suash in 2009 [7]. The algorithm has advantages
of few parameters and easy to implement. At present, it has been successfully applied
in the practical problems of engineering optimization [8,9], and it has been developed
into a new bright spot in the field of intelligent bionic optimization algorithm. However,
CSA has weak search activity and slow convergence speed. Cell membrane optimization
algorithm (CMOA) is an intelligent optimization algorithm that simulates cell membrane
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transport way. It has excellent global optimization capability, rapid convergence and the
ability to obtain accurate solution. Especially in solving high-dimensional optimization
problems it has better convergence performance [10]. In recent years it has been used in
combinatorial optimization problems such as geometric constraint solving [11]. However,
CMOA is easily trapped into local extremum and has slow convergence speed.

The process of BN parameters learning is a kind of optimization process. It is to
find the best fitting parameters with the sample data. Especially for hidden variables or
small sample, the selection of optimal parameters has great influence on BN parameters
learning. Based on this, in this paper we integrate CSA and CMOA to put forward a
hybrid swarm intelligence optimization algorithm – cuckoo search algorithm optimized
by cell membrane optimization algorithm (CSA-CMOA), and CSA-CMOA can eliminate
the defects of CSA and CMOA. And then we bring CSA-CMOA into BN parameters
learning, through CSA-CMOA automatic optimization to achieve the purpose of BN
parameters learning. This method is more suitable for BN parameters learning with
hidden variables. This paper is organized as follows. The CSA-CMOA is put forward in
Section 2. Section 3 discusses BN parameters learning method based on CSA-CMOA and
gives the experimental result. The paper is concluded by Section 4.

2. Description of CSA-CMOA.

2.1. Cuckoo search algorithm (CSA). CSA uses the following representations [7].
Each egg in a nest represents a solution, and a cuckoo egg represents a new solution.

The aim is to use the new and potentially better solutions (cuckoos) to replace a not-so-
good solution in the nests. In the simplest form, each nest has one egg. The algorithm can
be extended to more complicated cases in which each nest has multiple eggs representing
a set of solutions.

CSA is based on three idealized rules:
1. Each cuckoo lays one egg at a time, and dumps its egg in a randomly chosen nest;
2. The best nests with high quality of eggs will carry over to the next generation;
3. The number of available hosts nests is fixed, and the egg laid by a cuckoo is discovered

by the host bird with a probability ψ ∈ (0, 1). Discovering operate on some set of worst
nests, and discovered solutions dumped from farther calculations.

2.2. Cell membrane optimization algorithm (CMOA). The substance is divided
into three types according to the process of cell membrane transport substance: liposoluble
substance, high concentration non-fat-soluble substances (HS) and low concentration non-
fat-soluble substances (LS). Common terms in CMOA are stated as follows. Substance:
solution. Concentration: the percentage of the substance number within a neighborhood
and the total substance number. Liposoluble substance: elegant solution of the current
iteration. Non-fat-soluble substances: inferior solution of the current iteration.

CSA has the advantages of simple optimization model, less control parameters, but
search activity of CSA is not strong, and the convergence speed is slow. CMOA has
strong search activity, but optimization model is too complex. From the above we can
see CSA and CMOA have formed a significant complementary. So in this paper we put
forward CSA-CMOA in order to improve the algorithm efficiency.

2.3. Related definitions of CSA-CMOA. In this paper, we study the unconstrained
function optimization problems, as shown in Formula (1).{

min f(x)
s.t. x ∈ [l u]

(1)

In Formula(1), [l u] := {x ∈ Rn |lk ≤ xk ≤ uk, k = 1, . . . , n}. f(x) is optimization
function, and min f(x) is minimum of optimization function. Assuming that Formula (1)
constant has solution, that is the global optimal value exists.
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Definition 2.1. (The search space frequency of Lévy flight) For a nest, its search
space frequency is defined as the ratio of the nest number within the scope of search space
and the total number of the nests, see Formula (2).

con =
n∗

n
(2)

In Formula (2), n∗ indicates the cuckoo number within the scope of search space, and
n indicates the total number of the cuckoos.

Definition 2.2. (constrained search rule of Lévy flight) In a certain search space,
make a certain nest as the center and the Radius as the search radius, and randomly
generate a new nest. Shrink the search radius according to Radius = Radius × Pb until
max {Radiusk, ∀k} > Pa. Among them, Pa is critical value of search stop, Pb is search
rate of search radius, u is the upper bound of the solution space, and n1 is the total number
of nests which perform constrained search rule. The formula of search radius Radius is
shown in Formula (3).

Radius =
u− 1

2 × n1

(3)

Definition 2.3. (neighborhood updating rule of Lévy flight) Randomly generate
a number ϕ in the range of [0, 1]. Assuming that the probability of nest with carrier is
Pc, if ϕ ≤ Pc, the nest moves from the search space of low frequency to high frequency,
and consider high frequency location coordinates in the new search space as local search
center; else, local search center sets at the original high frequency location coordinates.
The cuckoo moves around local search center for local search. The formula of search
radius Radius′ is shown in Formula (4).

Radius′ =
u− 1

2 × n2

(4)

In Formula (4), u is the upper bound of the resolution space, and n2 is total number
of nests which perform neighborhood updating rule. Make the new local search center as
the center and the Radius′ as the search radius, the cuckoos randomly move l times and
modify their scopes, and then record the optimal nest position in l nests.

When the logical value of Formula (5) is true, start constrained search rule and neigh-
borhood updating rule of Lévy flight, otherwise perform no action.∣∣∣Fit(X(t)

i

)
− Fit

(
X

(t−1)
i

)∣∣∣
Fit

(
X

(t)
i

) ≤ Ω and

∣∣∣Fit(X(t−1)
i

)
− Fit

(
X

(t−2)
i

)∣∣∣
Fit

(
X

(t−1)
i

) ≤ Ω (5)

In Formula (5), Fit
(
X

(t)
i

)
is the fitness value of optimal nest position in the tth

iteration, Fit
(
X

(t−1)
i

)
is the fitness value of optimal nest position in the (t−1)th iteration,

Fit
(
X

(t−2)
i

)
is the fitness value of optimal nest position in the (t − 2)th iteration, and

Ω is threshold (the value is experimental experience value, and in this paper the value is
0.0075).

2.4. Description of CSA-CMOA.

Step 1 Initialize the nests, randomly generate the position of nests X
(i)
i =

(
X

(i)
1 , X

(i)
2 ,

. . . , X
(i)
n

)
, and n is the number of nests.

Step 2 Calculate initial fitness value of each nest according to the fitness function

Fit
(
X

(i)
i

)
.
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Step 3 The owner of each nest improves their own nest through Lévy flight mode,
calculates the fitness value of each improved nest, compares it to the former fitness value,
and retains better quality nest according to greedy heuristics. The owner of nest improves
the nest according to Formula (6).

X
(t+1)
i = X

(t)
i + α⊕ s (6)

In Formula (6), t indicates the current number of iterations, α is control parameter of
step length, the value obeys the standard normal distribution, ⊕ indicates the point to
point multiplication, s is search path of Lévy flight, that is the step length of flight, see
Formula (7).

s = 0.01 × µ

|υ|1/β
×

(
gbest −X

(t)
i

)
(7)

In Formula (7), coefficient 0.01 is typical flight scale in the Lévy fight, µ and υ obey
uniform distribution, that is µ ∼ N

(
0, δ2

µ

)
, υ ∼ N (0, δ2

υ). The definition of δµ is shown
in Formula (8), and the value of δυ is 1.

δµ =

{
Γ(1 + β) sin (πβ/2)

Γ [(1 + β)/2] × β × 2(β−1)/2

}1/β

(8)

In Formula (8), Γ expresses standard gamma function, in this paper we set the value
of β is 2/3, and gbest indicates the nest with the current optimal fitness value.

Step 4 Improve the nest with poor fitness value according to Formula (9).

X
(t+1)
i = X

(t)
i + rand×

(
X

(t)
j −X

(t)
i

)
(9)

In Formula (9), rand is a random number between [0, 1], and X
(t)
j is a nest near the

X
(t)
i .
Step 5 Compare the improved nest with the nest which possesses the current optimal

fitness value.
Step 6 Determine whether meeting constrained search rule and neighborhood updating

rule of Lévy flight as shown in Formula (5), if meeting turn to Step 7, otherwise, turn to
Step 8.

Step 7 Perform constrained search rule and neighborhood updating rule according to
Formula (3) and Formula (4).

Step 8 Perform Step 2 to Step 7 until reaching the maximum number of iterations,
and output the nest of optimum fitness value.

3. BN Parameters Learning Method Based on CSA-CMOA.

3.1. Methods described. Each BN can be represented as a triple < X,A,Θ >. <
X,A > defines a directed acyclic graph G, X is a node set, each node Xi ∈ X represents
a random variable within the modeling arena, and A is the collection of directed arcs be-
tween nodes. Θ = {θi} is conditional probability parameter set, and θi = p (Xi |

∏
(Xi))

describes the conditional probability distribution of the node Xi on the parent node set∏
(Xi). The graphic structure G qualitatively depicts the independent relationship be-

tween the random variable and conditional probability distribution quantifies the degree
of dependence on its parent node, so BN uniquely determines joint probability distribution
P (X1, · · · , Xn) =

∏n
i=1 P (Xi |

∏
(Xi)) of random variable set X = {X1, X2, · · · , Xn} us-

ing graph structure and network parameters. If Xi = k represents the ith node taking the
kth value in network,

∏
(Xi) = j represents the jth value combination of the parent node

set instantiation, Nijk represents the number of Xi = k and
∏

(Xi) = j occurrence at the

same time, then conditional probability is θijk = p (Xi = k |
∏

(Xi) = j ) = Nijk

/∑
k Nijk.
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In this paper, we adopt the network composed of reason independence model as the re-
search object. Assume that Xα is the αth parent node of Xβ, λαβ is the conditional
probability from node Xα to node Xβ. Using CSA-CMOA to learn BN parameters, the
key is the construction of cuckoo individual model. The essence of BN parameters learn-
ing process is conditional probability λαβ optimization process, so the cuckoo state can
be expressed by all the conditional probability λαβ of BN.

3.2. Performance test. Experiments are performed on the computer with Intel Core i3,
4 GB of memory, Windows 7 operating system, and implemented by JAVA programming.
The training sample set is shown in Table 1, (D1, D2, . . . , D15) is input value of BN
parameters learning, and Dout is output value of BN parameters learning.

The data in Table 2 is the average of MSE (mean square error) that CMOA, CSA and
CSA-CMOA perform 50 times under the various iterations 5, 60, 160, 280, 400, 600. From
Table 2 we can see, using CMOA, CSA and CSA-CMOA to learn the parameters of the
BN is feasible. With the increasing of iterations, three methods are capable of achieving

Table 1. Sample set

D1 D2 D3 D4 D5 D6 D7 D8 D9 D10 D11 D12 D13 D14 D15 Dout

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0.027684679544692
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0.029687677559692
0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0.135654684949433
1 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0.139835957677874
0 0 0 0 0 0 0 0 1 1 0 0 1 0 0 0.169939934349394
0 0 0 0 0 0 0 0 1 0 1 0 1 1 0 0.284734790473695
0 1 0 0 0 0 0 1 0 0 0 0 1 0 0 0.289393923430485
1 0 0 0 0 1 1 0 0 0 0 0 1 0 0 0.300237666574785
1 0 1 0 0 0 1 0 0 1 0 0 0 1 0 0.312321334545221
0 0 1 1 1 0 0 0 0 0 0 1 1 0 0 0.405803729304305
0 1 0 1 0 0 0 0 0 1 0 1 1 0 0 0.422111236504083
1 1 0 0 0 0 0 1 0 1 0 1 0 0 0 0.433223985989485
1 0 0 1 0 0 0 1 1 0 0 1 0 0 1 0.444323409549923
1 1 0 1 0 0 0 0 0 1 1 0 1 0 1 0.582403042739475
1 1 0 0 1 0 0 0 0 0 1 1 0 1 0 0.593923042395894
0 0 1 1 0 1 0 0 1 1 0 0 0 1 1 0.588857303792023
1 1 1 0 1 1 0 1 1 1 1 1 0 0 1 0.734834758349334
1 1 0 1 1 0 1 1 1 0 0 1 1 1 1 0.753375949457944
1 1 1 1 0 1 0 1 0 1 1 1 1 1 1 0.838384884343966
1 1 0 1 1 1 1 1 0 1 1 1 1 1 0 0.858584523662395
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0.858594579495036
1 1 1 1 1 0 1 1 1 0 1 1 1 0 1 0.866848586828345
1 1 1 1 1 0 1 1 1 1 1 1 1 0 1 0.904534349676069
1 1 0 1 1 1 1 1 1 1 0 1 1 1 1 0.934565463454643
1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 0.945663469495869
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0.984545459609485
1 1 1 1 1 1 1 1 1 1 1 0 1 1 1 0.983455960003758
1 1 1 1 1 1 1 1 1 0 1 1 1 1 1 0.984586694560346
1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0.998998967997699

Table 2. The comparisons of MSE

iterations CMOA CSA CSA-CMOA
5 0.8685439 0.3732498 0.3620021
60 0.7896889e-1 0.6554793e-2 0.5677322e-2
160 0.3580549e-2 0.6843898e-3 0.7838455e-4
280 0.5763456e-3 0.8934933e-4 0.9834345e-5
400 0.5657345e-3 0.3454506e-4 0.8364754e-5
600 0.4533267e-4 0.8744565e-5 0.9834685e-6
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Table 3. The comparisons of three kinds of parameters learning methods
MSE achieving e-3 magnitude

method minimum number maximum number average number
CMOA 89 156 90.26
CSA 60 186 80.76

CSA-CMOA 20 106 50.99

the smaller MSE, but CSA-CMOA has minimum MSE and better convergence properties
than the CMOA and CSA.

Three kinds of parameters learning methods respectively run 200 times, iterative min-
imum number, maximum number and average number of MSE achieving e-3 magnitude
are shown in Table 3. From Table 3 we can see, the gap between minimum number and
maximum number is big when CMOA and CSA achieve e-3 magnitude. This illustrates
that the random motion results in the results shocking at optimal value and it is difficult
to reach higher accuracy. CSA-CMOA is obviously better than the CMOA and CSA at
the minimum number, maximum number and average number. This shows that CSA-
CMOA has faster convergence speed and better ability of optimization and proves the
advantages of using CSA-CMOA to learn BN parameters.

From the above analysis we can see that using our method to learn BN parameters can
get smaller error, higher accuracy and fast speed.

4. Conclusions. In this paper, we bring CSA-CMOA into BN parameters learning com-
posed of reason independence model. We improve the convergence performance and speed
of the algorithm by adjusting the random movement speed. The algorithm is simple, BN
parameters could be obtained by only giving the status of the evidence node and goal
node, and do not need to know the middle node status, so it can realize the parameters
learning with hidden variables.

The next step of research work is to further improve the versatility of BN parame-
ters learning method. In the process of BN parameters optimization we should consider
the historical information influence on now, add the history information factors to the
optimization rule, and then further improve the quality of optimization.
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