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Abstract. User’s trusted users are treated equally in the recommending process by So-
cialMF model. To solve this problem and improve the accuracy degree of recommendation
model, firstly a non-symmetrical similarity calculation method is proposed in the case of
sparse score data, which can determine the existence of the same preference among trusted
users, and then the preference information is integrated into the existing relationship net-
work to strengthen the trust network. Secondly the strengthened trust network is applied
to PMF model. In the decomposition process of scoring matrix, user’s feature vector is
affected by both trust users and the users with common preferences. Experimental results
compared with the current popular models show that the proposed improved SocialMF
model has better recommendation effect in the indicators RMSE and MAE.
Keywords: Recommending process, Non-symmetrical similarity, Preference informa-
tion, Trust network, User’s feature vector

1. Introduction. With the rapid development of the Internet, the network information
presents geometric growth and it is urgent to solve the problem of information overload.
As an effective information filtering technology, the recommendation system has been
widely concerned. Collaborative filtering, which is one of the most widely used methods
of the recommendation system, is divided into memory-based and model-based methods
[1-3]. To further solve the problem of data sparsity and cold start, the method of using
social information among users is gradually becoming a hot research topic in the field of
recommendation [4-10]. Based on PMF [4,5], it is assumed that the user’s feature vector
is affected by its direct trust, and SocialMF is proposed by integrating trust matrix into
scoring matrix [6]. These algorithms can be modeled from the perspective of the social
recommendation simulation in the real world. However, most of them treat the trust
relationship between users in the process of recommendation equally. In many cases,
there is not a common interest between the two users who have a trust relationship.
Therefore, a new method to measure the similarity of users is presented in this research,
and applied in SocialMF model to solve this problem. The remainder of this paper
is organized as follows. Section 2 proposes the improved SocialMF model based on the
non-symmetrical similarity measuring method. Implementation of the improved SocialMF
model is described in Section 3. The recommendation performance simulation experiments
of the proposed improved SocialMF model, UserItemBias, PMF, AC-PMF and SocialMF
algorithms are given in Section 4. Finally, conclusions are presented in Section 5.
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2. Improved SocialMF Model.

2.1. Non-symmetrical similarity measuring method. In sparse matrix, due to the
less common scoring items of the user, the error of the similarity obtained by tradi-
tional similarity calculation method is larger. Aimed at the above shortcomings, a non-
symmetrical similarity measuring method is proposed. The similarity between the two
users is not considered from the overall point of view. With the comprehensive considera-
tion of the user’s score of all items, the non-symmetrical coefficient formula is designed as:
when |Yi| ≥ Ȳ , NSC(i, j) = |Yi∩Yj|/|Yi|; when |Yi| < Ȳ , NSC(i, j) = |Yi∩Yj|/(Ȳ −|Yi|).
Here, Yi represents the set of scoring items of the user Ui, |Yi| represents the number of
scoring items of the user Ui, and Ȳ represents the number of common scoring items of
all users. Therefore, the non-symmetrical similarity measuring formula is obtained as
Sij = NSC(i, j) · SIM(i, j), where:

SIM(i, j) =
∑
k∈Yij

(Rik − R̄i)(Rjk − R̄j)

/√ ∑
k∈Yij

(Rik − R̄i)2

√ ∑
k∈Yij

(Rjk − R̄j)2 (1)

Here, R̄i represents the average score of all items by the user Ui, Yij represents the set
of common scoring items of the users Ui and Uj, and Ȳ represents the number of common
scoring items of all users, Sij ∈ [−1, 1].

2.2. The recommendation model strengthening the user trust relationship. In
SocialMF, only the trust relationship between users is considered [11]. Table 1 shows an
example of trust relationship and non-symmetrical similarity between two users. We get
the following based on SocialMF [6].
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Ũ4

Ũ5
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In Formula (2), each user’s trusted users are treated equally in the recommending
process by SocialMF [6], which has a deviation from the actuality. Based on the above
analysis, the non-symmetric similarity information among the trusted users is integrated
into the trust network, and the user’s feature vector can be obtained as Ũu =

∑
v∈Nu

(Tuv+

Suv) · Uv, where Ũu is the feature vector of the user u being estimated, Suv is the non-
symmetrical similarity of the user u to the user v. Suv only exists between two trusted
users. The corresponding probability graph model is shown in Figure 1.

Table 1. The trust relationship and non-symmetrical similarity between
two users

User
His trusted user

U1 U2 U3 U4 U5

U1 / 0.2 −0.1 −0.25 Null
U2 0.125 / Null Null 0.25
U3 −0.2 Null / 0.3 Null
U4 −0.333 Null 0.1 / 0
U5 0.5 0.125 0.6 0 /
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Figure 1. Probability graph model

It can be obtained combined with the information in Table 1:
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3. Implementation of Improved SocialMF Model.

3.1. Conditional distribution of score matrix. The conditional probability distribu-

tion of R is defined as p (R|U, V, σ2
R) =

N∏
u=1

M∏
i=1

(
N

(
Ru,i|g

(
UT

u Vi

)
, σ2

R

))IR
u,i .

3.2. Conditional distribution of user feature vector. Assuming that the non-symm-
etrical similarity is independent of the trust degree among the trust users and obeys Gauss
distribution, it is obtained as: p(U |T, S, σ2

U , σ2
T , σ2

S) ∝ p(U |σ2
U)×p(U |T, σ2

T )×p(U |S, σ2
S) =

N∏
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N(Uu|0, σ2
U I) ×

N∏
u=1
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(
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Tu,vUv, σ
2
T I

)
×

N∏
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v∈Nu

Su,vUv, σ
2
SI

)
.

3.3. Joint probability distribution of user feature matrix and item feature ma-
trix. Assuming that the item feature matrix V obeys Gauss distribution with a mean
value of zero, it is obtained according to Bayes theory:

p(V |σ2
V ) =

M∏
i=1

N(Vi|0, σ2
RI) (4)

p(U, V |R, T, S, σ2
R, σ2
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The logarithm joint posterior probability distribution of the parameter U , V is:

ln p (U, V |R, T, S, σ2
R, σ2

U , σ2
V , σ2

T , σ2
S)

= − 1

2σ2
R
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S
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(
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∑
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)T (
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∑
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)
− 1

2

(
N∑

u=1

M∑
i=1

IR
u,i

)
ln σ2

R

−1

2
(N · K · (ln σ2

U + ln σ2
T + ln σ2

S) + M · K · ln σ2
V ) + C

(6)

where C is a constant that has no relationship with the parameters. To maximize the
posterior probability when the parameters are fixed is equivalent to minimize the error
square sum function of the following with regular terms:

L(R,U, V, T, S)

=
1

2

N∑
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M∑
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IR
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(
Ru,i − g(UT

u Vi)
)2

+
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where λU = σ2
R/σ2

U , λV = σ2
R/σ2

V , λT = σ2
R/σ2

T , and λS = σ2
R/σ2

S. Local minimum value
can be obtained by using the gradient descent method to solve the objective function:
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(
Uu −

∑
v∈Nu

Tu,vUv

)
−λT
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Tv,u

(
Uv −

∑
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Tv,wUw

)
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(
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)
−λS
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(
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∑
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Sv,wUw

) (9)

where g′(x) = e−x/(1 + e−x)2 is the first-order derivative of the logic function g(x) =
1/(1 + e−x).

3.4. Algorithm description of the proposed improved SocialMF model. The
input includes the score matrix R ∈ RN×M , the trust matrix T ∈ TN×N , the vector
feature dimension k, the learning efficiency η and the penalty parameter λU , λV , λT , λS

and the outputs are the feature vector matrices of user and item. The feature matrices
of user and item are randomly generated obeying normal distribution. The detailed
algorithm description of the proposed improved SocialMF model is shown in Figure 2.

4. Simulation Experiment. Through experiments, the recommendation performance
of the proposed improved SocialMF model, UserItemBias [8], PMF [9], AC-PMF [10]
and SocialMF [11] are compared, and the effect of the experimental parameter λS on the
recommended result in the proposed improved SocialMF model is analyzed.
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Figure 2. The detailed algorithm description

4.1. Data set and evaluation criteria. Epinions data set contains 664824 scores of
139738 items by 49290 users and 487181 trust relationships. To evaluate these algorithms,
this research uses two kinds of common indicators: root mean square error (RMSE) and
mean absolute error (MAE). The formula of RMSE is:

RMSE =

√√√√ ∑
(u,i)|Rtest

(ru,i − r̃u,i)2

/
Rtest (10)

where Rtest indicates the number of test samples, and ru,i and r̃u,i indicate the true value
and predictive value of the score of the item i by the user u, respectively. Similar to the
definition of RMSE, the formula of MAE is:

MAE =
∑

(u,i)|Rtest

|ru,i − r̃u,i|
/

Rtest (11)

4.2. Result comparison. Experiments are carried out on Epinions data sets which are
randomly selected and the ratios of training and test sets are 8/2, 9/1. The parameters
used in the experiment are as follows: λS = 9, λT = 1, λU = λV = 0.1. When the
dimensions of feature vectors are five and ten respectively, the experimental results are
shown in Table 2.

As shown in Table 2, it can be seen that the model-based recommendation algorithm is
significantly better than the memory-based recommendation algorithm in the case of large
amount and sparse data. The non-symmetrical similarity strengthens the trust network
and improves the shortage of SocialMF.

The influence of the parameter λS on MAE and RMSE when the dimension of feature
vector is five is shown in Figure 3. The changing situation of the recommendation result
with λS reflects the effect of the improved trust network on the recommendation result.

4.3. The practicability of non-symmetrical similarity in probability matrix de-
composition model. To verify the applicability of non-symmetrical similarity in So-
cialMF, Pearson similarity and non-symmetrical similarity are integrated into the trust
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Table 2. The comparison of experimental results

Dimension 5 10
Training set ratio 90% 80% 90% 80%

UserItemBias
MAE 0.8175 0.8249 0.8175 0.8233
RMSE 1.0510 1.0593 1.0511 1.0571

PMF
MAE 0.8249 0.8313 0.8295 0.8307
RMSE 1.0498 1.0537 1.0499 1.0510

SocialMF
MAE 0.8125 0.8156 0.8129 0.8159
RMSE 1.0417 1.0462 1.0415 1.0461

AC-PMF
MAE 0.8125 0.8168 0.8126 0.8167
RMSE 1.0393 1.0448 1.0394 1.0443

Improved SocialMF
MAE 0.8105 0.8140 0.8108 0.8126
RMSE 1.0383 1.0437 1.0386 1.0435

Figure 3. The influence of the parameter λS on MAE and RMSE

Table 3. The comparison results

Dimension Training set ratio Indicator Pearson similarity Non-symmetrical similarity

5
90%

MAE 0.8900 0.8105
RMSE 1.1570 1.0393

80%
MAE 0.8900 0.8140
RMSE 1.1580 1.0437

10
90%

MAE 0.8900 0.8108
RMSE 1.1570 1.0386

80%
MAE 0.8900 0.8126
RMSE 1.1580 1.0435

network, respectively. The comparison experiments are shown in Table 3 based on
ScoialMF.

With the integration of Pearson similarity, overfitting phenomenon appears after the
first iteration under different conditions, which shows that Pearson similarity is not suit-
able. However, with the integration of non-symmetrical similarity, MAE and RMSE tend
to be stable after reaching the optimal value, which proves that non-symmetrical similarity
is applicable.

5. Conclusions. By strengthening the relationship among trust users, those who have
similar interests are more likely to recommend items to each other. As shown in the
experiment results on Epinions data set, the integration of non-symmetrical similarity
into the trust network is conducive to strengthening the relationship among trusted users
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which plays an important role in the recommendation process. How to use the context
information (user comment, time, class, etc.) to further improve the recommendation
effect will be studied next.
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