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Abstract. Locality-constrained linear coding (LLC) has gained remarkable success in
image classification. In this paper, we put forward an efficient feature encoding method
for image classification by combining the saliency similarity constraint with LLC method.
Different from the previous saliency coding methods that merge the visual saliency infor-
mation to the coding stage, we consider the saliency similarity relationship and constitute
a novel coding method using it. Our method consists of two parts: saliency similarity kNN
(k-Nearest Neighbor) search and saliency similarity constrained coding. In the first part,
we combine the saliency similarity relationship among descriptors with kNN method to
search the local base. In the second part, we calculate the saliency similarity relationship
between the codewords and descriptors, which is used as saliency similarity constraint in
coding stage. Experiments on the Scene-15, Caltech-101 and Caltech-256 datasets show
that our approach achieves better performance.
Keywords: Locality-constrained linear coding (LLC), Saliency similarity relationship,
Feature coding, Image classification

1. Introduction. Recently, the bag of words (BOW) model [1] has been widely used
and has gained remarkable success. The BOW framework mainly consists of the three
parts: extracting scale-invariant feature transform (SIFT) feature as local descriptors,
obtaining a vector as representation of an image via several coding and pooling schemes,
and finally putting the vector to a classifier. The coding scheme is the core process during
the BOW model and a number of coding methods have been proposed in these years.
The original vector quantization (VQ) method assigned each local feature to its closest
codeword in the coding layer. To reduce the quantization error, Yang et al. [2] proposed
the ScSPM method, in which the sparse coding (SC) [3] instead of VQ has been employed
to encode the image feature. Later, Wang et al. [4] proposed the locality-constrained
linear coding (LLC) method using the local constraint. However, LLC model ignores
the saliency information of image, and has poor interpretation of saliency relationship of
features for image classification.

To address this issue, many works [5-7] have been proposed to obtain essential repre-
sentation of image by incorporating saliency information, such as saliency map. However,
they ignored the saliency similarity relationship, including the saliency similarity among
descriptors and the saliency similarity between descriptors and codewords. The saliency
similarity relation provides a new relation of descriptors that the more saliency similar of
the descriptors, the more common information they have. In this paper, we propose to
merge the saliency similarity relation into LLC method. More specifically, we first calcu-
late the saliency similarity relationship among the descriptors during the process of kNN
search. We call this novel search method as saliency similarity kNN search (SS-kNN).
Instead of searching nearest codewords only based on locality in LLC, SS-kNN method
makes saliency similar descriptors share their neighboring codewords, and then searches
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Figure 1. The flowchart of proposed framework

the nearest codewords with both locality and saliency similarity. Finally, we calculate the
saliency similarity relation between descriptor and codewords, which was applied in the
process of coding as the saliency similarity constraint. This method is called as saliency
similarity-constrained coding (SSC). In order to gain the saliency similarity relation, we
need to calculate the saliency information of descriptors and codewords. In contrast to
previous methods, we use the saliency vector to represent the saliency information instead
of only a saliency value. The framework of our method is shown in Figure 1.

Finally, we summarize our contribution is threefold:
1). Propose the saliency similarity relationship;
2). Construct the SS-kNN method to search the more suitable local base than LLC;
3). Propose the SSC method. We highlight the saliency similarity constraint in coding

step and achieve better classification accuracy.
The rest of the paper is organized as follows. Section 2 briefly reports the LLC model.

Section 3 computes the saliency vectors of descriptors and codewords. Section 4 presents
our approach to merge the saliency similarity relation into the LLC method. The exper-
imental results are shown in Section 5. We conclude our work in Section 6.

2. Locality-Constrained Linear Coding. As suggested in [8], locality is more essential
than sparsity. Therefore, many coding methods [9,10] are proposed relying on the locality
property. We first briefly describe the LLC [4] algorithm. Let X = [x1, . . . , xN ] ∈ RD×N

denote a matrix with N descriptors. B = [b1, . . . , bM ] ∈ RD×M shows the codebook
entries. Q = [q1, . . . , qN ] is the set of codes for X. The LLC algorithm uses the locality
criteria to obtain a representation of the sample:

min
Q

N∑
i=1

||xi − Bqi||2 + λ||di ⊙ qi||2 (1)

s.t. 1T qi = 1, ∀i

where di = exp
(

dist(xi,B)
σ

)
, dist(xi, B) = [dist(xi, b1), . . . , dist(xi, bM)]T is the Euclidean

distance between xi and the basis vectors; and the parameter σ controls the weight decay
speed for the locality; λ ∈ R is the local coefficient; ⊙ denotes the element-wise multi-
plication. They also provide an approximated LLC method for fast encoding. The kNN
search strategy was applied to search the local bases for each descriptor to form a local
coordinate system. It can be calculated as:

min
Q̃

N∑
i=1

||xi − q̃iBi||2 (2)

where Bi ∈ RD×K is a local base containing the k nearest codewords of xi and could
replace the elements of di. The approximated LLC method realizes the locality constraint
and also reduces the computational complexity.
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3. Saliency Vector Computation. In this paper, we use the phase spectrum of quater-
nion fourier transform (PQFT) [11] approach to calculate saliency map of image. In order
to represent an image by BOW model, local patches with equal space are extracted from
an image and every patch is described by SIFT descriptors. After that, we get the saliency
values of pixels using PQFT method in each patch and then use them to compute the
saliency vector of SIFT descriptor. For the patch i, saliency vector of the SIFT descriptor
extracted from it can be derived as:

mi = (mi1, . . . , mij, . . . ,miS)T (3)

where S is the number of the pixels in patch i. The mij is the saliency value of the jth
pixel in the patch. In the following step, we calculate the saliency vectors of codewords.
First, we use k-means [12] method to cluster the descriptors into m centers and propose
ai is the cluster label of xi. Then, we denote H = {h1, . . . , hj, . . . , hm} as the matrix that
consists of the saliency vectors of codewords. It can be calculated as:

hj =

n∑
i=1

ϑ(ai = j)mi

n∑
i=1

ϑ(ai = j)
, ϑ(x) =

{
1 if x is true
0 otherwise

(4)

where mi is the saliency vector of SIFT descriptor. hj is the saliency vector of the
jth codeword, j ∈ {1, 2, . . . ,m}. Through the above method, the saliency vectors of
descriptors and codewords have been calculated.

4. Locality and Saliency Similarity Constrained Coding. Considering the locality
constraint alone might not be sufficient to ensure the final representation has discrim-
inative power, we propose the locality and saliency similarity constrained coding. In
our method, coefficient vector is decided by two constraints in our method: the locality
constraint and the saliency similarity constraint. In detail, we first merge the saliency
similarity into original kNN method to search the local base, and finally we apply the
saliency similarity constraint in the coding stage.

4.1. Saliency similarity kNN search algorithm (SS-kNN). Taking advantage of
the saliency similarity constraint, we propose a novel approach to search the local base.
Suppose there is a SIFT descriptor xn, the original kNN search method searches the
K-Nearest neighbors of xn as the local base B = [b1, . . . , bK−1, bK ]. In our method, we
search the local base of xn not only taking account of its K nearest codewords but also
using the codewords of the descriptors that have the most saliency similar to it. More
specifically, we first compute the saliency similarity between xn and other descriptors in
turn and search two descriptors which are most saliency similar to the xn. The saliency
similarity among descriptors was calculated through measuring the distance among the
saliency vectors of them. Finally, we suppose xi and xj are the two SIFT descriptors
which are most saliency similar to xn. We search the nearest codeword Ci for xi and Cj

for xj, and the local base B of the descriptor xn is updated through the use of Ci and Cj.
In the LLC method, the elements in the local base B are gradually far from Xn and

the locality descends orderly. Therefore, we consider that Ci and Cj are more suitable as
local base than the last elements of B, like bK and bK−1. To improve accuracy, we update
the set B using Ci and Cj through the following three situations.

First, the set B contains Ci and Cj. In this situation, the set B does not need to
change,

B′ = [b1, . . . , bK−1, bK ] B ∩ Ci ̸= Ø & B ∩ Cj ̸= Ø (5)

Second, only one of Ci and Cj is in the set B. We assume that set B only includes Cj.
In this situation, we only update the set B using the Ci. If Cj is not the last codeword
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of B, we add the Ci in the set B and delete the BK . Else we add the Ci and delete the
bK−1,

B′ =

{
[b1, . . . , bK−1, Ci] B ∩ Ci = Ø & B ∩ Cj ̸= Ø & Cj ̸= bK

[b1, . . . , bK−2, Ci, bK ] B ∩ Ci = Ø & B ∩ Cj ̸= Ø & Cj = bK
(6)

Third, both Ci and Cj are all not in the set B. In this instance, we add the Ci and
Cj into the set of B. If Ci ̸= Cj, we use the Ci and Cj to replace the bK and bK−1. If
Ci = Cj, we add the Ci into the set of B and just need to delete bK ,

B′ =

{
[b1, . . . , bK−2, Ci, Cj] B ∩ (Ci ∪ Cj) = Ø & Ci ̸= Cj

[b1, . . . , bK−1, Ci] B ∩ (Ci ∪ Cj) = Ø & Ci = Cj
(7)

So far, a new local base B′ is generated by the SS-kNN search method. It contains the
properties not only the locality but the saliency similarity. Later, it will be applied to
encode the descriptors in the encoding process.

4.2. Saliency similarity-constrained coding (SSC). In this phase, we consider the
saliency similarity between the codeword and SIFT descriptor. In order to reduce the
reconstruction error during the coding stage, descriptor should be encoded by the code-
word which is more saliency similar to it. Therefore, a new coding scheme called saliency
similarity-constrained coding (SSC) method is proposed. It adds a saliency similarity
constraint to the objective function of approximated LLC. The SSC method enhances the
codeword’s weight which is more saliency similar to descriptor. And the rough procedures
are as follows.

First, we select the K codewords as the local base of xi through SS-kNN algorithm.
Next, we encode the SIFT descriptors using the approximated LLC as (2). Then, the
Euclidean distance of saliency vector was used to measure the saliency similarity between
xi and the elements of the set Bi. After that, we can obtain a weighted vector D =
{d1, . . . , dK} with K columns and each column dm, m ∈ {1, . . . , K} represents saliency
similarity weight of the codeword bm,

dm = D(mi, hm) =
S∑

j=1

(mij − hmj)
2 (8)

where mi is the saliency vector of xi and hm is the saliency vector of codeword bm. Then,
we add the weighted vector to the basis of q̃i as Equation (9).

qi =
q̃i + λ(1 + D)−1∑̃

qi

q̃i + λ(1 + D)−1
(9)

where qi is the new coding vector for xi. Through the SSC method, the codeword that is
more similar of the SIFT will be assigned larger weight.

5. Experimental Results. In this section, we verify the effectiveness of our method on
three widely used datasets: Scene-15, Caltech-101, and Caltech-256. We extract dense
SIFT features for all images with a step width of 8 pixels, and the descriptor is extracted
at 16×16 pixels. During the SS-kNN search processing, the number of neighbors is set to
5. After all features are encoded, the SPM with levels of [1× 1, 2× 2, 4× 4] is performed.
We use max pooling method to normalize the codewords as the final image feature rep-
resentation. Our method contains two sub methods, which can not only improve the
LLC respectively, but also combine together to further improve the LLC. To evaluate the
validity of our three strategies, we compared with LLC as well as several state-of-the-art
methods for LLC improvement [13,14].
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Table 1. Classification accuracies on Scene-15 dataset

Training images 20 40 60 80 100
LLC 71.41 76.45 78.86 80.43 81.47
Yang et al. [13] – – – – 83.32
LLC + SS-kNN 73.22 78.09 80.17 81.91 82.69
LLC + SSC 73.60 78.41 80.52 82.14 83.06
LLC + SS-kNN + SSC 74.18 79.03 81.04 82.85 83.88

5.1. Scene-15 dataset. The Scene-15 dataset contains 4485 images of fifteen scene cat-
egories. We trained a codebook with 1024 bases and the results compared with previous
methods are shown in Table 1.

5.2. Caltech-101 dataset. The Caltech-101 dataset contains 9144 images in 101 differ-
ent classes. These categories contain from 31 to 800 different numbers of images. We
randomly partition the whole dataset into 10, 15, . . . , 30 training images per class. And
the codebook we trained has 2048 bases. The results are listed in Table 2. To further
prove our method, we compare the performance of the four methods when codebooks with
different sizes are used. Figure 2 shows the classification accuracy on Caltech-101 dataset
in the case of the training images being set to 30.

5.3. Caltech-256 dataset. The Caltech-256 dataset consists of 257 classes with a min-
imum of 80 images per class and a total number of images equal to 30607. We train
a codebook of 4096 bases and follow the common experimental setup as the Scene-15
dataset. We train our algorithm on 15, . . . , 60 images per class respectively.

Table 2. Classification accuracies on Caltech-101 dataset

Training images 10 15 20 25 30
LLC 59.77 65.43 67.74 70.16 73.44
Yang et al. [13] 62.73 67.25 70.37 72.36 74.09
Min et al. [14] 62.90 67.50 69.20 71.60 74.00
LLC + SS-kNN 62.12 66.97 69.42 71.95 75.21
LLC + SSC 62.69 67.48 69.98 72.41 75.67
LLC + SS-kNN + SSC 63.34 68.06 70.75 73.23 76.55

Figure 2. Performance comparison with different codebook sizes on
Caltech-101 dataset
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Table 3. Classification accuracies on Caltech-256 dataset

Training images 15 30 45 60
LLC 34.36 41.49 45.31 47.68
Yang et al. [13] – – – 39.73
LLC + SS-kNN 35.94 42.96 46.62 48.84
LLC + SSC 36.25 43.19 47.03 49.25
LLC + SS-kNN + SSC 36.90 43.83 47.70 49.87

5.4. Discussion. From the experiments on above three datasets, we can see that the
two sub methods of our method, SS-kNN method and SSC method, either of them could
improve the LLC respectively. And combining with the two sub methods, our method
can achieve significant better result than some of the best coding methods. No matter
how many the training images, the accuracy is improved after using our method. Figure
2 shows the experimental result in different sizes of the codebook. It proves that our
methods outperform the LLC method under different codebook sizes and the classification
accuracies of our methods increase as the size of codebook enhances. It can be seen that
the saliency similarity could make the relationship between features more compact and
stable, and let the coding results more accurate.

6. Conclusion and Future Work. In this paper, we propose locality and saliency
similarity constrained coding method. This method integrates saliency similarity to the
commonly used approximated LLC method perfectly. It consists of two parts. First, we
applied an SS-kNN algorithm to searching the more suitable bases. Second, we proposed
SSC method, which employs the saliency similarity as constraint to reduce information loss
in coding stage. Experimental results show our method can achieve better performance
in image classification. In future work, we plan to combine spatial information with our
method and take our method to the video field.
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