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Abstract. Clustering analysis is an unsupervised method to find out the hidden struc-
tures in datasets. Most partition clustering algorithms are sensitive to the selection of the
initial exemplars, noise and outliers. In this study, exemplar competition algorithm is
proposed based on data field model to avoid the bad influence of the random initialization
and the outliers. The provided experimental results show that the proposed approach,
exemplar competition, is efficient.
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1. Introduction. Clustering is a technique that tries to discover underlying substruc-
tures in a set of unlabeled objects. Clustering analysis has been widely used for data
analysis and been an active subject in several research fields [1-4]. There exist various
types of approaches, such as spectral clustering [5], hierarchical clustering [6], K-means
(KM) [7] and affinity propagation (AP) algorithm [8].

The most popular type of clustering analysis is partitional clustering. The objective
of the partitional clustering is to decompose directly the dataset into a set of disjoint
clusters, obtaining a partition which should optimize a certain criterion. KM algorithm is
unstable because the initial centers are random. AP clustering is able to avoid the impact
of the initial centers, but the method is somewhat complex and slow [9].

In our study, exemplar competition (EC) algorithm is proposed. The experimental
results show that EC algorithm is simple and efficient. And it is able to avoid the influence
of the outliers and the noise.

The rest of the paper is organized as follows. Section 2 gives the summary of data field
model. Section 3 is devoted to giving the detailed steps of EC. Section 4 presents the
main results. Section 5 gives some conclusions and the future work.

2. Description of Data Field Model. Data points of a dataset will be got together
or separated by the interaction force between them. And the description of relationship
between the data points is called data field model (DFM) [10].

Aggregation energy (AE) is represented as the minus square sum between xi and its
top M nearest neighbors in Formula (1) where Ei is the energy of xi, xj is a neighbor of
xi and 1 ≤ j ≤ M in DFM,

Ei = −
M∑

j=1

(xj − xi)
2 (1)

In DFM, AE of a point is different from others. So, the points in a dataset can be
divided into two types which are named exemplar, and member.

exemplar: An exemplar is a point which has the maximum AE in a given cluster.
member: A member is a point whose AE is less than its exemplar in a cluster.
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3. EC Algorithm.

3.1. Description of partitional clustering. Maybe some points are very close to each
other. There are two special situations in the dataset, and each situation will lead to a
different competition. One of the situations is that the distance between two members of
one cluster may be shorter than that of each member to its exemplar. The other situation
is that the distance between two members of different clusters may also be shorter than
that of the member to its exemplar. Each member cannot be served as an exemplar of
these two cases, because the exemplar represents the energy which mostly focuses on the
exemplar of a cluster according to DFM. That is to say, the energy the member owns, is
less than that of exemplar. So, we can identify exemplars and members based on DFM.
Then, we can divide the members into the corresponding clusters.

3.2. Competition rule of EC method. The competition rule, which is used to identify
members, must indicate how well the data point is suited for other points to be an
exemplar. It is supposed that there is a given dataset X = {x1, x2, . . . , xn}. D is the
distance matrix and S is the similarity matrix which is set to be the minus D. That is,
sij which is described as the similarity between xi and xj should be set to the negative
Euclidean distance as Equation (2).

sij = −(dij)
2 = −∥xi − xj∥2 (2)

According to Equations (1) and (2), AE can be described into another form as shown
in Equation (3) where Ei represents the energy of xi, xm represents the mth nearest
neighbor of xi, s′im is the similarity between xi and xm, p represents the number of the
nearest neighbors of xi and p is 1 ≤ p ≤ n − 1.

Ei = −
p∑

m=1

(xm − xi)
2 =

p∑
m=1

−dmi
2 =

p∑
m=1

s′im (3)

We can easily draw a conclusion that the point which has the bigger AE than others
will be more suitable to be an exemplar. This means that, the exemplars will be reserved
at last after some steps. That is, AE as described in Equation (3) is considered as the
competition rule in EC method.

3.3. The strategy of finding out the exemplars of EC algorithm. A conclusion is
that a member could possibly be found between two nearer points through the competition
with each other. So, identifying the member point is equivalent to finding out two nearer
points.

If D is the distance matrix of X where X = {x1, x2, . . . , xn}, D′ is obtained by sorting
each row of D in ascending order. In this case, the first column of D′ is a zero vector.

So, the rth locally minimum distance (LMD) of the lth round of the data competition,
i.e., d′

lr, is defined as Equation (4).

dlr
LMD = minr

{
D′(i, l + 1)

1≤i≤n

∣∣1 ≤ r ≤ n; 1 ≤ l ≤ q

}
(4)

where q is the rounder number of data competition.
In this case, two points of the first competition in the first round of competition is

selected by d11
LMD. Similarly, the two points of the rth competition in the lth round of

data competition are selected by dlr
LMD.

3.4. The convergence condition of EC algorithm. It is supposed that EC algorithm
will stop after q rounds of competition and li members will be identified in each round.
When

∑q
i=1 li = n − K, the clustering process is over.
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3.5. The description of EC algorithm. The key idea of EC is to find out the exemplars
or identify the members through the data competition. EC algorithm takes as input a
collection of real-valued similarities between data points, where the similarity sij is shown
in Equation (2) above.

And EC algorithm consists of the following steps as shown in Figure 1.

Figure 1. The steps of EC algorithm

In Step 24, there are some methods to divide members into different clusters. In our
study, the rule is introduced and described in Figure 2.

4. Experimental Results.

4.1. The clustering results on the artificial datasets. In our study, EC is run on
some artificial datasets. The dataset with size-even and density-even clusters is shown in
Figure 3(a). It contains 300 objects distributed in six spherical clusters where the clusters
are well separated and evenly distributed. Figure 3(c) shows that there is a dataset
with density-diverse and size-even clusters. There are 1200 objects distributed in eight
spherical clusters. These clusters are also well separated and evenly distributed.
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Figure 2. The partitional method in EC algorithm

Figure 3. The clustering results on size-even datasets

The black circles in Figure 3(b) and Figure 3(d) represent the identified exemplars
by EC algorithm. It can be seen from Figure 3(b) and Figure 3(d) that each identified
exemplar is distributed evenly in each cluster. That is, if the clusters of a dataset are
all size-even, EC algorithm can successfully find out the suitable exemplars and correctly
partition.

A dataset with density-diverse and size-diverse clusters is shown in Figure 4(a). It con-
tains 1690 data objects distributed in eight spherical clusters. In our study, the identified
exemplars which are represented as red circle are off-center. In this case, the minimum
distance rule cannot work well on the complex clusters and the clustering result is shown
in Figure 4(b). It can be seen that the partitional result is not good. Three smaller
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Figure 4. The clustering results on complex datasets

clusters eat some objects of bigger clusters. The distance between an object on the edge
of the bigger cluster and the exemplar of a smaller cluster is less than that between the
object and its exemplar. So, the object is assigned to the smaller cluster. Figure 4(c)
shows the clustering result by using the new partitional rule described in Section 3.5. It
can be seen that though the identified exemplars are not very good and off-center, the
clustering result is still correct.

The datasets with density-diverse and size-even clusters are shown in Figure 4(d) and
Figure 4(g). These datasets both contain 2000 objects. In Figure 4(d) two clusters are
parallel and strangely distributed and there are two complex and vertical clusters shown
in Figure 4(g). For the two parallel clusters, the exemplars represented by red circle are
both off-center in Figure 4(e) and Figure 4(f). So, the partitional result with minimum
distance rule is not good. There are some objects assigned to the wrong clusters in Figure
4(e). However, if the new partitional rule is used, the result is very good. All the objects
are assigned to the right clusters in Figure 4(f). And for the two vertical clusters, the
labels of each objects are correct.

The new rule of partitioning members is not the same as the minimum distance rule. As
you know, the similarity of a member and a cluster is the distance between the member and
the exemplar of the cluster. However, the proximity of them is defined as the minimum
of the distance between the member and any one point of the cluster in the new rule. So,
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Figure 5. Clustering results of five datasets judged by Fowlkes-Mallows

it can find out the structure of the clusters and deal with a variety of clusters. That is,
EC algorithm is more robust and efficient.

4.2. The clustering results on the real datasets. In this study, KM, AP and EC
algorithms are compared on five datasets named pima, auto-mpg, iris, bupa and wine
datasets, where datasets can be obtained from UC Irvine Machine Learning Repository
[11]. And the clustering results judged by Fowlkes-Mallows (FM) [12] are shown in Figure
5.

Firstly, EC is compared with KM. The FM of EC is greater than that of KM on all
datasets in Figure 5. That is, the performance of EC is better than KM. Though EC
algorithm will spend more time than KM on the same dataset, EC algorithm can mostly
obtain better result than KM. In a word, the conclusion is that the clustering result of
EC is better than the best solution of KM. So, EC can outperform KM. Then, EC is
compared with AP. It can be seen in Figure 5 that the Fowlkes-Mallows of EC is always
greater than that of AP. It is easy to reach a conclusion that EC is better than AP.

In a word, the experimental results suggest that EC algorithm can outperform KM and
AP. That is, EC algorithm is more stable and more efficient than others.

5. Conclusion. EC method based on DFM is designed which has several advantages. It
can not only avoid the unwanted initialization and the bad influence of the outliers, but
also reduce the sensibility of result. The experiments show that EC algorithm is efficient.
In the future, EC algorithm will be used in color image segmentation.
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