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Abstract. Forecasting based on fuzzy time series is becoming more and more attractive.
In fuzzy time series analysis, the intervals’ length and the number of intervals are impor-
tant issues. This paper proposes a new method for partitioning the universe of discourse
to improve forecasting in fuzzy time series. The method can generate unequal length in-
tervals for interval partitioning problem by affinity propagation clustering. Meanwhile,
the intervals determined by typical cluster members make the fuzzy intervals more mean-
ingful. For evaluating the performance of the proposed approach, an experimental study
is reported using the well-known enrollment data of the University of Alabama. The com-
parison is carried out with regard to other fuzzy time series forecasting methods. The
results have shown that the proposed method can improve the accuracy of fuzzy time se-
ries forecasting.
Keywords: Fuzzy time series forecasting, Interval partitioning, Affinity propagation,
Enrollment data

1. Introduction. Recently, the fuzzy time series forecasting models are becoming more
and more popular, due to the fact that traditional time series analyses are not suitable
for the linguistic data. Fuzzy time series approach is viewed as a linguistic model which is
easily understood by human. Meanwhile, fuzzy time series forecasting models can forecast
a linguistic value not a simple meaningless number. These characteristics make fuzzy time
series model particularly suitable for forecasting problem. In last few decades, a number of
excellent methods have been proposed for forecasting various practical problems, such as
university enrollment forecasting [1], temperature forecasting [2], stock index forecasting
[3], crop production forecasting [4], export forecasting [5], and rainfall forecasting [6].

The fuzzy time series forecasting models were first introduced by Song and Chissom
[7, 8, 9]; following Song and Chissom, related works mainly focus on either improving the
forecasting accuracy or reducing the computational complexity. Forecasting results can be
affected by the length of intervals for partitioning the universe of discourse [10]. However,
the length of intervals has been chosen arbitrarily in many fuzzy time series forecasting
models [7, 9, 10, 11, 12]. To deal with this problem, Yolcu et al. [13] introduced a new
method to partition the universe of discourse which is based on artificial bee colony (ABC)
algorithm. Egrioglu et al. [14] proposed a new method through using a single variable
constrained optimization to choose the length of interval.

Recently, clustering methods are employed for partitioning the universe of discourse.
Cheng et al. partitioned the length of intervals by fuzzy c-means clustering method
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[15, 16, 17]. Egrioglu et al. [18] proposed to use Gustafson-Kessel fuzzy clustering al-
gorithm in the stage of fuzzification. However, the cutpoints of intervals obtained by
these models are meaningless. Meanwhile, the number of fuzzy intervals has been also
chosen arbitrarily in most existing literature, and the forecasting accuracy rates of the
existing methods are not good enough. In this paper, an index of partitioning the uni-
verse of discourse is presented to choose the appropriate number of fuzzy intervals. And
a new fuzzy time series approach is proposed by using affinity propagation (AP) clus-
tering algorithm [19] in the stage of fuzzification to make the intervals more meaningful.
The advantage of AP clustering is that its clustering results come up with typical cluster
members (exemplars) not prototypes (e.g., fuzzy c-means clustering, and Gustafson-Kessel
clustering), furthermore, AP clustering is a quite fast and effective clustering method. All
these characteristics make AP clustering particularly suitable for partitioning the universe
of discourse. For evaluating the performance of our approach, the proposed method is
compared to previously proposed methods available in the literature by testing them on
the well-known enrollment data for the University of Alabama.

The paper is organized as follows. Section 2 gives a brief review of fuzzy time series
and AP clustering. Section 3 presents a new fuzzy time series forecasting method and
an index for partitioning the universe of discourse. The performance of the proposed
method on the well known enrollment data is examined in Section 4. Some conclusions
are presented in Section 5.

2. Fuzzy Time Series. The basic concepts of fuzzy time series are first presented by
Song and Chissom [7, 8, 9]. The related definitions of fuzzy time series are given as follows.

Definition 2.1. Let U = {u1, u2, . . . , un} be the universe of discourse, fuzzy sets F1, F2,

. . . , Fc of U can be defined as follows: Fi =
fFi

(u1)

u1
+

fFi
(u2)

u2
+ · · · +

fFi
(un)

un
where fFi

(i = 1, 2, . . . , c) : U → [0, 1] is the membership function of the fuzzy set Fi, and c is
the number of fuzzy sets one defined on U . fFi

(uj) denotes the membership degree of ut

belonging to the fuzzy set Fi, and 1 ≤ t ≤ n.

Definition 2.2. If F (t) (t = 0, 1, 2, . . .) is a collection of Fi (i = 1, 2, . . . , c), then, F (t)
is called a fuzzy time series on {u1, u2, . . . , un}.

Definition 2.3. Let F (t − 1) = Fi and F (t) = Fj, the first order fuzzy time series
forecasting model can be defined as Fi → Fj, where Fi → Fj is a fuzzy logical relationship,
Fi is called the left-hand side and Fj is called the right-hand side of the fuzzy logical
relationship.

Huarng [10] grouped the fuzzy logical relationships by combining the same fuzzy set
located in the left-hand side. Suppose there are three fuzzy logical relationships such that
Fi → Fj1, Fi → Fj2, Fi → Fj3, they can be grouped into a fuzzy logical relationship group
Fi → Fj1, Fj2, Fj3.

3. The Proposed Fuzzy Time Series Forecasting Method. Given a time series U =
{u1, u2, . . . , un}, let Umin = min{xi|xi ∈ U}, Umax = max{xi|xi ∈ U}, U = [Umin, Umax] be
the universe of discourse. The number of fuzzy sets and the length of intervals have been
chosen arbitrarily in the literature. For this reason, in this paper, an index of partitioning
the universe of discourse is presented as follows.

3.1. The proposed index of partitioning the universe of discourse. It is assumed
that the universe is divided into c (c ≥ 2) unequal length subintervals. Calculating exem-
plar e1, e2, . . . , ec and clusters X1, X2, . . . , Xc by AP clustering, where ei is corresponding
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to Xi, ei is an exemplar of the cluster Xi. Evaluate the clustering result usually by the
following cost function.

Jc =
c∑

i=1

∑
x∈Xi

||x − ei||2 (1)

In general, as c increases the cost Jc will decrease, and J2 is the biggest, so, Jc/J2 is
less than 1. To choose appropriate number of fuzzy sets c, penalty term of the number of
clusters should be considered, and thus, a partition index is proposed as follows:

Ic =
Jc

J2

+

√
c

n
(2)

The minimum of Ic means the most appropriate number of fuzzy sets should be chosen.
The maximum of Ic is up to 1 +

√
c/n.

3.2. The proposed fuzzy time series forecasting method.
Step 1: Determine the number of clusters c and partition the universe of discourse by

exemplars.
According to Formula (2), the appropriate number of fuzzy sets c is chosen by the

following formula:

c = arg min
i=2,...,n

{Ii} (3)

The exemplars e1, e2, . . . , ec are chosen by AP clustering and sorted ascending. The
unequal length intervals can be calculated as: u1 = [Umin, (e1 + e2)/2], . . ., ui = [(ei−1 +
ei)/2, (ei + ei+1)/2], . . ., uc = [(ec−1 + ec)/2, Umax].

Step 2: Define fuzzy sets and obtain fuzzy time series.
First, fuzzy sets F1, . . . , Fc defined on the universe of discourse U are chosen with

different linguistic values such as “very small”, “small”, “medium small”, “medium”,
“medium large”, “large”, and “very large”. Each fuzzy set Fi is expressed in terms of the
intervals u1, . . . , uc as follows: F1 = 1/u1 + 0.5/u2 + 0/u3 + · · · + 0/uc, . . ., Fi = 0/u1 +
· · ·+0.5/ui−1 +1/ui +0.5/ui+1 + · · ·+0/uc, . . ., Fc = 0/u1 + · · ·+0/uc−2 +0.5/uc−1 +1/uc.

The way to fuzzify the historical data is to find which interval it belongs to according
to its maximum degree of membership and associate with it the corresponding linguistic
value by Definition 2.2.

Step 3: Establish fuzzy logical relationships groups.
Establish fuzzy logical relationships by Definition 2.3 and obtain the fuzzy logical rela-

tionships groups by the method proposed by [10].
Step 4: Forecast and defuzzify by exemplars.
Forecasting and defuzzification are following Lee et al.’s rules [20]. Suppose F (t− 1) =

Fi, the exemplars e1, e2, . . . , ec are chosen by AP clustering:
Case 1: If Fi → Fj, then F (t) = Fj, and a forecast value is equal to ej;
Case 2: If Fi → Fj1, Fj2, . . . , Fjm, then F (t) = Fj1, Fj2, . . . , Fjm, and a forecast value is
equal to (ej1 + ej2 + · · · + ejm)/m;
Case 3: if Fi → ∅, then F (t) = Fi, and the forecast value is equal to ei.

4. Experimental Studies. To evaluate the model and analyze its merits, the method
is tested on enrollment data for the University of Alabama, see Table 1; years and the
corresponding enrollment numbers are listed in this table.

Step 1: Determine the number of clusters c and partition the universe of discourse by
exemplars.

For c = 2, 3, . . . , n, according to Formula (3) and AP culstering, given c = 7, and the
obtained exemplars are e1 = 13563, e2 = 14696, e3 = 15433, e4 = 15984, e5 = 16807, e6 =
18150, e7 = 18970. These exemplars are marked in Figure 1. The unequal length intervals
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Table 1. The University of Alabama enrollment data

Year Enrollment Year Enrollment
1971 13055 1982 15433
1972 13563 1983 15497
1973 13867 1984 15145
1974 14696 1985 15163
1975 15460 1986 15984
1976 15311 1987 16859
1977 15603 1988 18150
1978 15861 1989 18970
1979 16807 1990 19328
1980 16919 1991 19337
1981 16388 1992 18876
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Figure 1. The obtained intervals

can be calculated as: u1 = [13055, 14129], u2 = [14129, 15065], u3 = [15065, 15709], u4 =
[15709, 16396], u5 = [16396, 17478], u6 = [17478, 18560], u7 = [18560, 19337]. Figure 1
shows these intervals; in Figure 1, these parallel lines partition Y axis into seven intervals,
that is u1, u2, . . . , u7.

Step 2: Define fuzzy sets and obtain fuzzy time series.
First, fuzzy sets F1, F2, . . . , F7 defined on the universe of discourse U are chosen with

different linguistic values “very small (very poor enrollment)” is denoted by F1, “small
(poor enrollment)” is denoted by F2, “medium small (below average enrollment)” is de-
noted by F3, “medium (average enrollment)” is denoted by F4, “medium large (above
average enrollment)” is denoted by F5, “large (good enrollment)” is denoted by F6, and
“very large (excellent enrollment)” is denoted by F7. Each fuzzy set Fi is expressed in
terms of the intervals u1, u2, . . . , u7 as follows:
F1 = 1/u1 + 0.5/u2 + 0/u3 + 0/u4 + 0/u5 + 0/u6 + 0/u7,
F2 = 0.5/u1 + 1/u2 + 0.5/u3 + 0/u4 + 0/u5 + 0/u6 + 0/u7,
F3 = 0/u1 + 0.5/u2 + 1/u3 + 0.5/u4 + 0/u5 + 0/u6 + 0/u7,
F4 = 0/u1 + 0/u2 + 0.5/u3 + 1/u4 + 0.5/u5 + 0/u6 + 0/u7,
F5 = 0/u1 + 0/u2 + 0/u3 + 0.5/u4 + 1/u5 + 0.5/u6 + 0/u7,
F6 = 0/u1 + 0/u2 + 0/u3 + 0/u4 + 0.5/u5 + 1/u6 + 0.5/u7,
F7 = 0/u1 + 0/u2 + 0/u3 + 0/u4 + 0/u5 + 0.5/u6 + 1/u7.

Figure 2 shows the obtained fuzzy time series.
Step 3: Establish fuzzy logical relationships groups.
Establish fuzzy logical relationships by Definition 2.3 and obtain the fuzzy logical re-

lationships groups: F1 → F1, F2; F2 → F3; F3 → F3, F4; F4 → F3, F5; F5 → F4, F5, F6;
F6 → F7; F7 → F7.
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Figure 2. The obtained fuzzy time series
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Figure 3. Results of comparative analysis

Step 4: Forecast and defuzzify by exemplars.
After defuzzification, the obtained crisp forecasts are shown in Figure 3. Figure 3

also depicts the forecasting results of Chen’s [12], Cheng et al.’s [15] and Yolcu et al.’s
[21]. Concerning mean square error (MSE) [21], the enrollment forecasting results of the
proposed MSE = 224690 greatly outperformed Chen’s [12] (MSE = 407507), Cheng et
al.’s [15] (MSE = 228918) and Yolcu et al.’s [21] (MSE = 648302). The method can
generate unequal length intervals for interval partitioning problem by affinity propagation
clustering. Meanwhile, the intervals determined by typical cluster members make the
fuzzy intervals more meaningful.

5. Conclusions. Recently, the fuzzy time series forecasting models are becoming quite
popular. Traditional time series analyses cannot be applied to the linguistic data. Fuzzy
time series approaches can be viewed as a linguistic model that makes these kinds of
models can be easily understood by human. Meanwhile, fuzzy time series forecasting
models can forecast a linguistic value not a number. Although this makes fuzzy approaches
very attractive, there are still problems that are needed to be solved. One of these
problems is to determine the lengths of intervals. The decision on what the lengths will
be is very important for forecasting accuracy. Another problem is how to choose the
appropriate number of intervals.

In order to solve this problem, in the proposed method, the AP clustering algorithm is
employed to find the cutpoints of intervals by the obtained exemplars, and the forecasting
result is computed based on these exemplars. Also, the number of the intervals can be
identified by our proposed index of partitioning the universe of discourse to choose the
appropriate number of fuzzy set. In order to show the efficiency of the proposed method,
the well-known data set, which is the enrollment data at the University of Alabama is
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examined. As a result, it is obviously observed that the proposed method produces lower
MSE values.

There are two main parameters of affinity propagation: preference and damping factor.
The following research focuses on the relations between the accuracy of fuzzy time series
forecasting models and two main parameters of affinity propagation.
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