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#### Abstract

M Q Q\) scheme is a novel type multivariate public key cryptosystem. As the basic step for $M Q Q$ scheme, the generation of $M Q Q s$ is an important and hard task. In order to resist Gröbner bases attack, the authors introduce the notion of "MQQs of strict type" and point the existence and generation of $M Q Q$ s of strict type $Q u a d_{d}^{s} L^{2} n_{0}^{s}$ for $d>3$ still remain an open problem. In this paper, a necessary and sufficient condition that a given quasigroup is an $M Q Q$ of strict type Quad $_{d}^{s} L i n_{0}^{s}$ is proposed. By solving a simple matrix equation, the method for justifying whether an arbitrary quasigroup is an $M Q Q$ of strict type and generating $M Q Q$ if it is, is also obtained. An example provides an $M Q Q$ of strict type of order $2^{4}$, which shows the existence of $M Q Q$ s of strict type Quad $d_{d}^{s} L i n_{0}^{s}$ for $d>3$ and partly answers the above open problem.
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1. Introduction. Solving systems of multivariate quadratic equations is an important problem in cryptology. The problem of solving such systems over finite fields is called the multivariate quadratic (MQ) problem. In the last two decades, several cryptosystems based on the MQ problem had been proposed and attacked and then been amended $[1,2,3,4]$.

Recently, based on multivariate quadratic quasigroups (MQQ) and Dobbertin transformation, Gligoroski et al. proposed a novel type of MQ-based schemes called MQQ scheme [5]. MQQ scheme offers flexibility in its implementation [6] and efficiency in wireless sensor network [7]. As the basic step for MQQ scheme, the generation of MQQs is an important and hard task. Until now, MQQs of various types and the corresponding generation algorithms have been proposed $[9,10,11,12,13]$.

In a recent research, the authors emphasize linear relations in the above MQQs can be employed to simplify the system of multivariate quadratic equations and eventually solve some underdefined MQ problems [14] and recommend to use MQQs of strict type Quad $d_{d}^{s} \operatorname{Lin}_{0}^{s}$ or at least MQQs of strict type $Q u a d_{d-1}^{s} \operatorname{Lin}_{1}^{s}$ for relatively large $d$, so as to be resistant to Gröbner bases attack [8]. However, the existence and generation of MQQs of strict type $Q u a d_{d}^{s} L i n_{0}^{s}$ for $d>3$ still remain an open problem [9].

In this paper, we shall propose a necessary and sufficient condition that a given quasigroup is an MQQ of strict type Quad $_{d}^{s} \operatorname{Lin}_{0}^{s}$. Then we will show checking whether an arbitrary quasigroup is an MQQ of strict type is equivalent to solving a simple matrix equation. The rest of the paper is organized as follows. Section 2 recalls the original MQQ generation scheme [5]. Section 3 gives a necessary and sufficient condition that a given quasigroup is an MQQ of strict type Quad $_{d}^{s} \operatorname{Lin}_{0}^{s}$, and the method to justify whether a given quasigroup is an MQQ of strict type and generate the corresponding Boolean
functions if it is. An explicit example is presented in Section 4. Finally, we conclude the paper in Section 5.
2. Original MQQ Generation Scheme. Unless otherwise defined in this paper, additions and multiplications are operated in the binary field GF(2).
Definition 2.1. (Definition 1 in [9]) A quasigroup $(Q, *)$ is a set $Q$ with a binary operation * such that for any $a, b \in Q$, there exist unique $x, y$ :

$$
\begin{equation*}
x * a=b ; \quad a * y=b \tag{1}
\end{equation*}
$$

We call that a quasigroup $(Q, *)$ is of order $n$ if the set $Q$ has $n$ elements. Consider a finite quasigroup $(Q, *)$ of order $2^{d}$. One can choose a bijection $Q \rightarrow\left\{0,1, \cdots, 2^{d}-1\right\}$ and represent $a \in Q$ by a unique $d$-bit sequence $\left(x_{1}, x_{2}, \cdots, x_{d}\right)$. Now the binary operation $*$ on $Q$ can be considered as a vector valued operation $*_{v v}:\{0,1\}^{2 d} \rightarrow\{0,1\}^{d}$ defined as

$$
\begin{equation*}
a * b=c \Leftrightarrow *_{v v}\left(x_{1}, \cdots, x_{d}, x_{d+1}, \cdots, x_{2 d}\right)=\left(z_{1}, \cdots, z_{d}\right), \tag{2}
\end{equation*}
$$

where $x_{1}, \cdots, x_{d}, x_{d+1}, \cdots, x_{2 d}$ and $z_{1}, \cdots, z_{d}$ are binary representation of $a, b$ and $c$, respectively. It is easy to see that each $z_{s}(1 \leq s \leq d)$ depends on the $2 d$ bits $x_{1}, \cdots, x_{2 d}$. Thus, each $z_{s}$ can be regarded as a $2 d$-ary Boolean function $z_{s}=f_{s}\left(x_{1}, \cdots, x_{2 d}\right)$, where $f_{s}:\{0,1\}^{2 d} \rightarrow\{0,1\}$ is determined by $*$. As stated in [5], we have the following lemma.
Lemma 2.1. (Lemma 1 in [5]) For every quasigroup $(Q, *)$ of order $2^{d}$ and for each bijection $Q \rightarrow\left\{0,1, \cdots, 2^{d}-1\right\}$, there are a uniquely determined vector valued Boolean function $* v v$ and $d$ uniquely determined $2 d$-ary Boolean functions $f_{1}, f_{2}, \cdots, f_{d}$ such that for each $a, b, c \in Q$

$$
\begin{align*}
a * b=c \Longleftrightarrow & * v v\left(x_{1}, \cdots, x_{d}, x_{d+1}, \cdots, x_{2 d}\right) \\
& =\left(f_{1}\left(x_{1}, \cdots, x_{d}, x_{d+1}, \cdots, x_{2 d}\right), \cdots, f_{d}\left(x_{1}, \cdots, x_{d}, x_{d+1}, \cdots, x_{2 d}\right)\right) . \tag{3}
\end{align*}
$$

In general, for a randomly generated quasigroup of order $2^{d}(d \geq 4)$, the degrees of Boolean functions are usually higher than 2. Such quasigroups are not suitable for the construction of multivariate quadratic public-key cryptosystem.

Definition 2.2. (Definition 3 in [5]) A quasigroup $(Q, *)$ of order $2^{d}$ is called multivariate quadratic quasigroup $(M Q Q)$ of type Quad $_{d-k}$ Lin $_{k}$ if exactly $d-k$ of the polynomials $f_{s}$ are of degree 2 and $k$ of them are of degree 1 , where $0 \leq k<d$.

Due to the fact that the above mentioned MQQs do not reveal its true complexity, Chen refines the definition of MQQs of type Quad $_{d-k} \operatorname{Lin}_{k}$ to a strictly defined type as a security parameter which better characterizes the difficulty of the underneath MQ problem.
Definition 2.3. (Definition 3 in [9]) A quasigroup $(Q, *)$ of order $2^{d}$ is called an $M Q Q$ of strict type and denoted as Quad $_{d-k}^{s}$ Lin $_{k}^{s}$ where $0 \leq k<d$, if there are at most $d-k$ quadratic polynomials whose linear combinations do not result in a linear form.

In order to enhance the security performance of MQQ based cryptosystems, the authors recommend to use MQQs of strict type $Q u a d_{d}^{s} L i n_{0}^{s}$ or at least MQQs of strict type Quad $d_{d-1}^{s} L i n_{1}^{s}$, for relatively large $d$, so as to be resistant to Gröbner bases attack. However, the existence and generation of MQQs of strict type $Q u a d_{d}^{s} L i n_{0}^{s}$ for $d>3$ still remain an open problem.
3. Algorithm for Justifying and Generating MQQs of Strict Type. In this section, we give a necessary and sufficient condition that a given quasigroup is an MQQ of strict type Quad $_{d}^{s} L i n_{0}^{s}$. First, we will show checking whether an arbitrary quasigroup is an MQQ of strict type $Q u a d_{d}^{s} L i n_{0}^{s}$ is equivalent to solving a simple matrix equation. In this paper, additions and multiplications are operated in the binary field GF(2).

Definition 3.1. (see [15]) Given an $m \times n$ matrix $A=\left(a_{i j}\right)$, $\overline{v e c}(A)$ is a vector defined as

$$
\overline{\operatorname{vec}}(A)=\left(a_{11}, \cdots, a_{1 n}, a_{21}, \cdots, a_{2 n}, \cdots, a_{m 1}, \cdots, a_{m n}\right)^{T}
$$

where the superscript $T$ denotes the matrix transpose.
Lemma 3.1. (see [15]) Let $A, X, B$ be matrices conformable for multiplication. Then

$$
\overline{v e c}(A X B)=\left(A \otimes B^{T}\right) \overline{v e c}(X),
$$

where $\otimes$ denotes tensor product.
Lemma 3.2. Let $A, B, C, D$ be suitably sized matrices. Then

$$
(A+B) \otimes(C+D)=A \otimes C+A \otimes D+B \otimes C+B \otimes D
$$

For convenience of presentation, we introduce some notations as follows. Let a quasigroup $(Q, *)$ of order $2^{d}$ be given by the multiplication scheme in Table 1.

Table 1. A quasigroup $(Q, *)$ of order $2^{d}$

| $*$ | 0 | 1 | 2 | $\cdots$ | $2^{d}-1$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | $q_{0}^{(0)}$ | $q_{1}^{(0)}$ | $q_{2}^{(0)}$ | $\cdots$ | $q_{2^{d}-1}^{(0)}$ |
| 1 | $q_{0}^{(1)}$ | $q_{1}^{(1)}$ | $q_{2}^{(1)}$ | $\cdots$ | $q_{2^{d}-1}^{(1)}$ |
| 2 | $q_{0}^{(2)}$ | $q_{1}^{(2)}$ | $q_{2}^{(2)}$ | $\cdots$ | $q_{2^{d}-1}^{(2)}$ |
| $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ | $\vdots$ |
| $2^{d}-1$ | $q_{0}^{\left(2^{d}-1\right)}$ | $q_{1}^{\left(2^{d}-1\right)}$ | $q_{2}^{\left(2^{d}-1\right)}$ | $\cdots$ | $q_{\left.2^{d}-1\right)}^{\left(2^{d}-1\right)}$ |

In Table $1, q_{i}^{(j)} \in Q,\left(i, j=0,1, \cdots, 2^{d}-1\right)$. For given $i$ and $\forall j \neq j^{\prime}$, we have $q_{i}^{(j)} \neq q_{i}^{\left(j^{\prime}\right)}$; for given $j$ and $\forall i \neq i^{\prime}$, we have $q_{i}^{(j)} \neq q_{i^{\prime}}^{(j)}$. Collect the elements of Table 1 into a vector

$$
\begin{equation*}
\left(q_{0}^{(0)}, q_{1}^{(0)}, \cdots, q_{2^{d}-1}^{(0)}, q_{0}^{(1)}, q_{1}^{(1)}, \cdots, q_{2^{d}-1}^{(1)}, \cdots, q_{0}^{\left(2^{d}-1\right)}, q_{1}^{\left(2^{d}-1\right)}, \cdots, q_{2^{d}-1}^{\left(2^{d}-1\right)}\right)^{T} \tag{4}
\end{equation*}
$$

and convert every element of the vector into a $d$-bit binary sequence, then we obtain a $2^{2 d} \times d$ Boolean matrix $\left[b_{1}, \cdots, b_{d}\right]$, where every $b_{s}(s=1, \cdots, d)$ is $2^{2 d}$ dimensional column vector.

According to Lemma 2.1, whether a given quasigroup is an MQQ of strict type Quad $d_{d}^{s} \operatorname{Lin}_{0}^{s}$ mainly lies in whether there is $2 d$-ary quadratic Boolean function set $\left\{f_{1}, f_{2}\right.$, $\left.\cdots, f_{d}\right\}$ satisfying Table 1 . Note that, any $f_{s}\left(x_{1}, \cdots, x_{d}, y_{1}, \cdots, y_{d}\right)$ can be written in the form

$$
f_{s}=\left(x_{1}, \cdots, x_{d}, y_{1}, \cdots, y_{d}\right) \mathcal{A}_{s}\left(\begin{array}{c}
x_{1}  \tag{5}\\
\vdots \\
x_{d} \\
y_{1} \\
\vdots \\
y_{d}
\end{array}\right), \quad(s=1,2, \cdots, d)
$$

where $\mathcal{A}_{s}$ is a matrix of order $2 d$ over binary field $\mathrm{GF}(2)$. By (3) and Table 1, when $\left(x_{1}, \cdots, x_{d}\right)$ and $\left(y_{1}, \cdots, y_{d}\right)$ are respectively assigned the ergodic $d$-bit binary sequence of $\left\{0,1, \cdots, 2^{d}-1\right\}$ in turn, i.e., $\left(x_{1}, \cdots, x_{d}, y_{1}, \cdots, y_{d}\right)$ in $f_{s}$ are assigned all row vectors
of the following $2^{2 d} \times 2 d$ matrix of the form

$$
\left(\begin{array}{cccccc}
0 & \cdots & 0 & 0 & \cdots & 0  \tag{6}\\
0 & \cdots & 0 & 0 & \cdots & 1 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 0 & 1 & \cdots & 1 \\
0 & \cdots & 1 & 0 & \cdots & 0 \\
0 & \cdots & 1 & 0 & \cdots & 1 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
0 & \cdots & 1 & 1 & \cdots & 1 \\
\vdots & \vdots & \vdots & \vdots & \vdots & \vdots \\
1 & \cdots & 1 & 0 & \cdots & 0 \\
1 & \cdots & 1 & 0 & \cdots & 1 \\
\vdots & \ddots & \vdots & \vdots & \ddots & \vdots \\
1 & \cdots & 1 & 1 & \cdots & 1
\end{array}\right)=\left(\begin{array}{c}
\mathbf{q}_{0} \\
\mathbf{q}_{1} \\
\mathbf{q}_{2} \\
\vdots \\
\mathbf{q}_{2^{2 d}-1}
\end{array}\right),
$$

we know that every $\mathbf{q}_{k}\left(k=0,1, \cdots, 2^{2 d}-1\right)$ for any $b_{s}(s=1, \cdots, d)$ need satisfy

$$
\left(\begin{array}{c}
\mathbf{q}_{0} \mathcal{A}_{s} \mathbf{q}_{0}^{T}  \tag{7}\\
\mathbf{q}_{1} \mathcal{A}_{s} \mathbf{q}_{1}^{T} \\
\mathbf{q}_{2} \mathcal{A}_{s} \mathbf{q}_{2}^{T} \\
\vdots \\
\mathbf{q}_{2^{2 d}-1} \mathcal{A}_{s} \mathbf{q}_{2^{2 d}-1}^{T}
\end{array}\right)=b_{s}
$$

By Lemma 3.1, (7) can be reshaped into

Thus, the given quasigroup in Table 1 is an MQQ of strict type $Q u a d_{d}^{s} L i n_{0}^{s}$ iff there is a set of matrices $\left\{\mathcal{A}_{1}, \cdots, \mathcal{A}_{d}\right\}$ satisfying the following matrix equation
where $\left[\overline{\operatorname{vec}}\left(\mathcal{A}_{1}\right) \cdots, \overline{\operatorname{vec}}\left(\mathcal{A}_{d}\right)\right]$ is regarded as an unknown matrix $\left[x_{1}, \cdots, x_{d}\right]$.
For convenience we adopt the following notations. $I_{n}$ is the identity matrix of order $n$. $E_{i, j}$ is shorthand for the elementary matrix of switching all matrix elements on row $i$ with their counterparts on row $j$ of $I_{n} . E_{i, j}(1)$ is the elementary matrix of adding all matrix elements on row $j$ (column $i$ ) to their counterparts on row $i\left(\right.$ column $j$ ) of $I_{n}$. In addition, write

$$
\mathcal{Q}_{d}=\left(\begin{array}{c}
\mathbf{0} \otimes \mathbf{0} \\
\mathbf{q}_{1} \otimes \mathbf{q}_{1} \\
\mathbf{q}_{2} \otimes \mathbf{q}_{2} \\
\vdots \\
\mathbf{q}_{2^{2 d}-1} \otimes \mathbf{q}_{2^{2 d}-1}
\end{array}\right)
$$

and $\left[\mathcal{Q}_{d}, b_{1}, \cdots, b_{d}\right]$ is the augmented matrix associated with matrix Equation (9).
Whether (9) has solution depends on whether the rank of $\mathcal{Q}_{d}$ is equal to the rank of $\left[\mathcal{Q}_{d}, b_{1}, \cdots, b_{d}\right]$. Firstly, we compute the rank of $\mathcal{Q}_{d}$. Write

$$
\left(\begin{array}{c}
\mathbf{0}  \tag{10}\\
\mathbf{q}_{1} \\
\mathbf{q}_{2} \\
\mathbf{q}_{3} \\
\vdots \\
\mathbf{q}_{2^{2 d}-1}
\end{array}\right)=\left(\begin{array}{c}
\mathbf{0} \\
\mathbf{p}_{1} \\
\mathbf{p}_{2} \\
\mathbf{p}_{2}+\mathbf{p}_{1} \\
\vdots \\
\mathbf{p}_{2 d}+\mathbf{p}_{2 d-1}+\cdots+\mathbf{p}_{2}+\mathbf{p}_{1}
\end{array}\right)
$$

and then $\mathcal{Q}_{d}$ can be denoted by

$$
\left(\begin{array}{c}
\mathbf{0} \otimes \mathbf{0}  \tag{11}\\
\mathbf{p}_{1} \otimes \mathbf{p}_{1} \\
\mathbf{p}_{2} \otimes \mathbf{p}_{2} \\
\left(\mathbf{p}_{2}+\mathbf{p}_{1}\right) \otimes\left(\mathbf{p}_{2}+\mathbf{p}_{1}\right) \\
\vdots \\
\left(\mathbf{p}_{2 d}+\mathbf{p}_{2 d-1}+\cdots+\mathbf{p}_{2}+\mathbf{p}_{1}\right) \otimes\left(\mathbf{p}_{2 d}+\mathbf{p}_{2 d-1}+\cdots+\mathbf{p}_{2}+\mathbf{p}_{1}\right)
\end{array}\right) .
$$

By Lemma 3.2, (11) can be written by

$$
\left(\begin{array}{c}
\mathbf{0} \otimes \mathbf{0}  \tag{12}\\
\mathbf{p}_{1} \otimes \mathbf{p}_{1} \\
\mathbf{p}_{2} \otimes \mathbf{p}_{2} \\
\mathbf{p}_{2} \otimes \mathbf{p}_{2}+\mathbf{p}_{2} \otimes \mathbf{p}_{1}+\mathbf{p}_{1} \otimes \mathbf{p}_{2}+\mathbf{p}_{1} \otimes \mathbf{p}_{1} \\
\vdots \\
\mathbf{p}_{2 d} \otimes \mathbf{p}_{2 d}+\cdots+\mathbf{p}_{2 d} \otimes \mathbf{p}_{1}+\mathbf{p}_{1} \otimes \mathbf{p}_{2 d}+\mathbf{p}_{1} \otimes \mathbf{p}_{1}
\end{array}\right)
$$

After a succession of elementary row operations, namely left multiplicating by the matrix below:

$$
\begin{align*}
P_{1}= & \left(\prod_{t=2 d-1}^{2} \prod_{0 \leq i_{1}<\cdots<i_{t}<t}\left[\prod_{s=t}^{2} \prod_{1 \leq j_{1}<\cdots<j_{s} \leq t} \prod_{l=1}^{s} E_{1+2^{t}+\sum_{l=1}^{s} 2^{i_{j}}, 1+2^{t}+2^{i_{j}}}(1)\right]\right) \\
& \times\left(\prod_{j=2 d-1}^{1} \prod_{i=2}^{2^{j}} E_{i+2^{j}, 1+2^{j}}(1)\right) \times\left(\prod_{j=1}^{2 d-1} \prod_{i=1}^{2^{j}} E_{i+2^{j}, i}(1)\right), \tag{13}
\end{align*}
$$

(12) can be reduced to the form $P_{1} \cdot \mathcal{Q}_{d}$ only having the following nonzero rows which are linearly independent:

$$
\begin{gather*}
\mathbf{p}_{i} \otimes \mathbf{p}_{i}, \quad(i=1, \cdots, 2 d) ;  \tag{14}\\
\mathbf{p}_{i} \otimes \mathbf{p}_{j}+\mathbf{p}_{j} \otimes \mathbf{p}_{i}, \quad(1 \leq j<i \leq 2 d) .
\end{gather*}
$$

It is obvious that the number of such rows is $2 d^{2}+d$, so the rank of $\mathcal{Q}_{d}$ is $2 d^{2}+d$. Furthermore, by multiplying $P_{1} \cdot \mathcal{Q}_{d}$ on the left with the matrix

$$
\left.\left.\begin{array}{rl}
P_{2}= & E_{2 d^{2}+d, 2 d^{2}+d+1} \\
& \times\left(\prod _ { l = 0 } ^ { 2 d - 3 } \left[\prod_{j=0}^{l} \prod_{i=2^{l+1}+2^{j}-2}^{0} E_{2^{l+1}+2^{j}-i+(l-j)+} \sum_{v=0}^{2 d-l-3}(2 d-v), 2^{l+1}+2^{j}-i+(l+1-j)+\sum_{v=0}^{2 d-l-3}(2 d-v)\right.\right.
\end{array}\right]\right)
$$

$$
\begin{align*}
& \times\left(\prod_{j=0}^{2 d-2} \prod_{i=2^{2 d-1}+2^{j}-2}^{0} E_{(2 d-2-j)+2^{2 d-1}+2^{j}-i,(2 d-1-j)+2^{2 d-1}+2^{j}-i}\right)  \tag{15}\\
& \times\left(\prod_{i=2^{2 d-1}-1}^{0} E_{2^{2 d-1}-i, 1+2^{2 d-1}-i}\right) .
\end{align*}
$$

$P_{1} \cdot \mathcal{Q}_{d}$ can be changed into the matrix $\binom{\overline{\mathcal{Q}}_{d}}{\mathbf{0}_{\left(2^{2 d}-2 d^{2}-d\right) \times d}}$, where $\overline{\mathcal{Q}}_{d}$ is row full rank.
Write

$$
P_{2} \cdot P_{1} \cdot\left[\mathcal{Q}_{d}, b_{1}, \cdots, b_{d}\right]=\left(\begin{array}{cccc}
\overline{\mathcal{Q}}_{d} & \bar{b}_{1} & \cdots & \bar{b}_{d} \\
\mathbf{0} & \tilde{b}_{1} & \cdots & \tilde{b}_{d}
\end{array}\right),
$$

(9) has solution if and only if $\left[\tilde{b}_{1}, \cdots, \tilde{b}_{d}\right]=\mathbf{0}_{\left(2^{2 d}-2 d^{2}-d\right) \times d}$.

Next, suppose (9) has solution, then the solution matrix can be obtained.
Note that, $\mathcal{Q}_{d}\left[x_{1}, \cdots, x_{d}\right]=\left[b_{1}, \cdots, b_{d}\right]$ is equivalent to the matrix equation

$$
\begin{equation*}
\overline{\mathcal{Q}}_{d}\left[x_{1}, \cdots, x_{d}\right]=\left[\bar{b}_{1}, \cdots, \bar{b}_{d}\right] . \tag{16}
\end{equation*}
$$

Since the rank of $\overline{\mathcal{Q}}_{d}$ is $2 d^{2}+d$, there exists invertible matrix $Q$ of order $4 d^{2}$ such that

$$
\begin{equation*}
\overline{\mathcal{Q}}_{d} Q=\left[I_{2 d^{2}+d}, \mathbf{0}_{\left(2 d^{2}+d\right) \times\left(2 d^{2}-d\right)}\right], \tag{17}
\end{equation*}
$$

where

$$
\begin{align*}
Q= & \left(\prod_{j=2}^{2 d} \prod_{i=j}^{2 d} E_{(j-2) \cdot 2 d+i, j-1+(i-1) \cdot 2 d}(1)\right) \\
& \times\left(\prod_{l=2}^{2 d} \prod_{i=l}^{2 d} \prod_{j=0}^{\frac{1}{2} l(l-1)-1} E_{(l-1) \cdot 2 d+i-j-1,(l-1) \cdot 2 d+i-j}\right) . \tag{18}
\end{align*}
$$

Obviously, (16) is equivalent to the matrix equation

$$
\begin{equation*}
\overline{\mathcal{Q}}_{d} Q Q^{-1}\left[x_{1}, \cdots, x_{d}\right]=\left[\bar{b}_{1}, \cdots, \bar{b}_{d}\right] . \tag{19}
\end{equation*}
$$

Letting $Q^{-1}\left[x_{1}, \cdots, x_{d}\right]=\left[y_{1}, \cdots, y_{d}\right]$, (19) can be rewritten by

$$
\begin{equation*}
\left[I_{2 d^{2}+d}, \mathbf{0}_{\left(2 d^{2}+d\right) \times\left(2 d^{2}-d\right)}\right]\left[y_{1}, \cdots, y_{d}\right]=\left[\bar{b}_{1}, \cdots, \bar{b}_{d}\right] . \tag{20}
\end{equation*}
$$

According to the theory of linear system, the solution matrices of (20) can be represented by

$$
\left[y_{1}, \cdots, y_{d}\right]=\left(\begin{array}{cccc}
\bar{b}_{1} & \bar{b}_{2} & \cdots & \bar{b}_{d}  \tag{21}\\
k_{11} & k_{12} & \cdots & k_{1 d} \\
k_{21} & k_{22} & \cdots & k_{2 d} \\
\vdots & \vdots & \vdots & \vdots \\
k_{2 d^{2}-d, 1} & k_{2 d^{2}-d, 2} & \cdots & k_{2 d^{2}-d, d}
\end{array}\right)
$$

where $k_{u v}$ value is randomly from $\{0,1\},\left(u=1, \cdots, 2 d^{2}-d ; v=1, \cdots, d\right)$. Furthermore, (16) has the following solution matrices

$$
\left[\overline{v e c}\left(\mathcal{A}_{1}\right) \cdots, \overline{v e c}\left(\mathcal{A}_{d}\right)\right]=Q \cdot\left(\begin{array}{cccc}
\bar{b}_{1} & \bar{b}_{2} & \cdots & \bar{b}_{d}  \tag{22}\\
k_{11} & k_{12} & \cdots & k_{1 d} \\
k_{21} & k_{22} & \cdots & k_{2 d} \\
\vdots & \vdots & \vdots & \vdots \\
k_{2 d^{2}-d, 1} & k_{2 d^{2}-d, 2} & \cdots & k_{2 d^{2}-d, d}
\end{array}\right) .
$$

For an arbitrary solution matrix, $\left\{\mathcal{A}_{1}, \cdots, \mathcal{A}_{d}\right\}$ can be got immediately. Further, by (5) we can obtain $d$ quadratic functions of the MQQ of strict type. According to Definition
2.3, we need show the linear combinations of the $d$ quadratic functions do not result in a linear form. The vector valued Boolean functions $f_{1}, \cdots, f_{d}$ in (5) have no terms of the linear form, so their linear combinations do not result in a linear form.

Until now, we gave the necessary and sufficient condition that a given quasigroup is an MQQ of strict type Quad $d_{d}^{s} L n_{0}^{s}$.
Theorem 3.1. For a given quasigroup $(Q, *)$ of order $2^{d}$ and binary bijection $Q \rightarrow$ $\left\{0,1, \cdots, 2^{d}-1\right\}$. Suppose $P_{1}, P_{2}$ and $Q$ are defined by (13), (15) and (18) respectively. Let

$$
P_{2} P_{1}\left[b_{1}, \cdots, b_{d}\right]=\left(\begin{array}{ccc}
\bar{b}_{1} & \cdots & \bar{b}_{d}  \tag{23}\\
\tilde{b}_{1} & \cdots & \tilde{b}_{d}
\end{array}\right) .
$$

$(Q, *)$ is an $M Q Q$ of strict type $Q u a d_{d}^{s} L i n_{0}^{s}$ if and only if $\left[\tilde{b}_{1}, \cdots, \tilde{b}_{d}\right]=\mathbf{0}_{\left(2^{2 d}-2 d^{2}-d\right) \times d}$ holds. Further, for any $k_{u v}=0$ or $1,\left(u=1, \cdots, 2 d^{2}-d ; v=1, \cdots, d\right), f_{1}, \cdots, f_{d}$ are obtained by (5) and (22).
4. An Example. In [9], Chen et al. point that the existence and generation of MQQs of strict type $Q u a d_{d}^{s} \operatorname{Lin}_{0}^{s}$ for $d>3$ still remain an open problem. In this section, we will give an MQQ of strict type of order $2^{4}$. This example not only partly answers the above problem, but also shows how our method works and verifies the validity of our results. A quasigroup $(Q, *)$ of order $2^{4}$ based on $\mathrm{GF}(2)$ is given in Table 2.

Table 2. A quasigroup $(Q, *)$ of order $2^{4}$ based on $\operatorname{GF}(2)$

| $*$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 |
| 1 | 1 | 0 | 3 | 2 | 5 | 4 | 7 | 6 | 9 | 8 | 11 | 10 | 13 | 12 | 15 | 14 |
| 2 | 2 | 3 | 0 | 1 | 6 | 7 | 4 | 5 | 10 | 11 | 8 | 9 | 14 | 15 | 12 | 13 |
| 3 | 3 | 2 | 1 | 0 | 7 | 6 | 5 | 4 | 11 | 10 | 9 | 8 | 15 | 14 | 13 | 12 |
| 4 | 4 | 5 | 6 | 7 | 0 | 1 | 2 | 3 | 12 | 13 | 14 | 15 | 8 | 9 | 10 | 11 |
| 5 | 5 | 4 | 7 | 6 | 1 | 0 | 3 | 2 | 13 | 12 | 15 | 14 | 9 | 8 | 11 | 10 |
| 6 | 6 | 7 | 4 | 5 | 2 | 3 | 0 | 1 | 14 | 15 | 12 | 13 | 10 | 11 | 8 | 9 |
| 7 | 7 | 6 | 5 | 4 | 3 | 2 | 1 | 0 | 15 | 14 | 13 | 12 | 1 | 10 | 9 | 8 |
| 8 | 8 | 9 | 10 | 11 | 12 | 13 | 14 | 15 | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 |
| 9 | 9 | 8 | 11 | 10 | 13 | 12 | 15 | 14 | 1 | 0 | 3 | 2 | 5 | 4 | 7 | 6 |
| 10 | 10 | 11 | 8 | 9 | 14 | 15 | 12 | 13 | 2 | 3 | 0 | 1 | 6 | 7 | 4 | 5 |
| 11 | 11 | 10 | 9 | 8 | 15 | 14 | 13 | 12 | 3 | 2 | 1 | 0 | 7 | 6 | 5 | 4 |
| 12 | 12 | 13 | 14 | 15 | 8 | 9 | 10 | 11 | 4 | 5 | 6 | 7 | 0 | 1 | 2 | 3 |
| 13 | 13 | 12 | 15 | 14 | 9 | 8 | 11 | 10 | 5 | 4 | 7 | 6 | 1 | 0 | 3 | 2 |
| 14 | 14 | 15 | 12 | 13 | 10 | 11 | 8 | 9 | 6 | 7 | 4 | 5 | 2 | 3 | 0 | 1 |
| 15 | 15 | 14 | 13 | 12 | 11 | 10 | 9 | 8 | 7 | 6 | 5 | 4 | 3 | 2 | 1 | 0 |

Suppose $P_{2} P_{1}\left[b_{1}, b_{2}, b_{3}, b_{4}\right]=\left(\begin{array}{cccc}\bar{b}_{1} & \bar{b}_{2} & \bar{b}_{3} & \bar{b}_{4} \\ \tilde{b}_{1} & \tilde{b}_{2} & \tilde{b}_{3} & \tilde{b}_{4}\end{array}\right)$. Since $\left(\tilde{b}_{1}, \tilde{b}_{2}, \tilde{b}_{3}, \tilde{b}_{4}\right)=\mathbf{0}_{220,4}$, for a random matrix

$$
\left(k_{u v}\right)_{28 \times 4}=\left(\begin{array}{llllllllllllllllllllllllllll}
0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 1 & 1 & 1 & 0  \tag{24}\\
1 & 1 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 1 & 0 & 0 & 0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 1 & 1 \\
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 1 & 1 & 1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 & 1 & 1 & 1 & 1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 & 0 & 0 & 0 & 0 & 1 & 0 & 0
\end{array}\right)^{T},
$$

the corresponding functions are achieved as follows:

$$
\begin{align*}
& f_{1}=\left(x_{1}, x_{2}, x_{3}, x_{4}, y_{1}, y_{2}, y_{3}, y_{4}\right)\left(\begin{array}{llllllll}
1 & 0 & 1 & 1 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 1 & 1 & 0 \\
1 & 1 & 1 & 0 & 1 & 1 & 0 & 1 \\
0 & 0 & 0 & 1 & 1 & 0 & 1 & 1 \\
0 & 1 & 1 & 1 & 0 & 0 & 0 & 1 \\
0 & 0 & 1 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 1 & 1 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
y_{1} \\
y_{2} \\
y_{3} \\
y_{4}
\end{array}\right)=x_{1}^{2}+y_{1}^{2}, \\
& f_{2}=\left(x_{1}, x_{2}, x_{3}, x_{4}, y_{1}, y_{2}, y_{3}, y_{4}\right)\left(\begin{array}{llllllll}
0 & 1 & 1 & 1 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 1 & 0 \\
1 & 0 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 1 & 1 & 1 \\
0 & 0 & 1 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 1 & 1 & 0
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
y_{1} \\
y_{2} \\
y_{3} \\
y_{4}
\end{array}\right)=x_{2}^{2}+y_{2}^{2},  \tag{25}\\
& f_{3}=\left(x_{1}, x_{2}, x_{3}, x_{4}, y_{1}, y_{2}, y_{3}, y_{4}\right)\left(\begin{array}{llllllll}
0 & 1 & 0 & 0 & 0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1 & 0 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 & 1 & 1 & 0 & 1 \\
0 & 1 & 0 & 0 & 1 & 0 & 0 & 0 \\
0 & 0 & 1 & 1 & 0 & 1 & 1 & 0 \\
1 & 0 & 1 & 0 & 1 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 & 1 & 1 & 1 & 0 \\
0 & 1 & 1 & 0 & 0 & 0 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
x_{1} \\
x_{2} \\
x_{3} \\
x_{4} \\
y_{1} \\
y_{2} \\
y_{3} \\
y_{4}
\end{array}\right)=x_{3}^{2}+y_{3}^{2}, \\
& 0
\end{align*} 1
$$

It is obvious that any linear combination of $f_{1}, f_{2}, f_{3}, f_{4}$ will not be linear terms. So $(Q, *)$ is an MQQ of strict type Quad $_{d}^{s} L i n_{0}^{s}$.
5. Conclusions. In order to resist Gröbner bases attack, the authors introduce the notion of "MQQs of strict type" and point that the existence and generation of MQQs of strict type Quad $d_{d}^{s} L i n_{0}^{s}$ for $d>3$ still remain an open problem.

In this paper, we first establish a necessary and sufficient condition to justify whether a given quasigroup is MQQ of strict type. Then, based on this condition, we propose a method to judge whether a given quasigroup is an MQQ of strict type and obtain the corresponding Boolean functions if it is. The last example provides an MQQ of strict type of order $2^{4}$, which shows the existence of MQQs of strict type $Q u a d_{d}^{s} L i n_{0}^{s}$ for $d>3$ and partly answers the above open problem. Though our method may not be highly efficient for generating of MQQs of strict type, all the MQQs of strict type can be obtained theoretically with our method. To find a highly efficient method for constructing MQQs of strict type is our future study direction.
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