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Abstract. Channel amplitude and phase errors of broadband receiving array antenna
will affect the performance of the array system deeply. So it is required to be calibrated
before digital beamforming. The chirp signal as reference signal cannot achieve a stable
weight vector, because it is non-stationary. According to channel equalization principle,
a time-domain calibration method is presented where the broadband Binary Phase Shift
Keying (BPSK) signal is employed as the reference signal. The iterative algorithm is
introduced firstly. Then, the effects of various parameters to calibration accuracy are an-
alyzed. Simulation results illustrate that new time-domain calibration methodology over-
comes the mismatch of wideband receiver array antenna correctly.
Keywords: Array antenna, Time domain filtering, Channel calibration, LMS algorithm

1. Introduction. Array antenna system is widely used in military and civilian industries
because of its excellent anti-jam function [1]. In broadband receiving array antenna system
[2,3], RF front-end is composed of low noise amplifier, mixer, filter, IF amplifier and other
analog devices. As described in [4,5], various reasons will make the channel responses in
amplitude and phase different from each other. Therefore, the channel errors must be
calibrated.

Current broadband calibration methods could be classified into frequency-domain and
time-domain methods. Frequency-domain calibration in [6,7] converts the broadband sig-
nal into a serial of narrow band signals. So the calibration algorithm for narrow band array
could be used easily. However, these processes are very complex since Fourier transform
and inverse Fourier transform are both required. Another disadvantage is that the calibra-
tion error is very large due to limited sample snapshots [8]. For time-domain calibration
method, filter coefficients are calculated by adaptive filtering algorithm in iteration. So
the implement is much simple. Chirp signal is proposed as the reference signal in [9].
However, the weight vector of adaptive equalizer cannot converge because chirp signal is
a non-stationary signal. The proposed algorithm chooses the Binary Phase Shift Keying
(BPSK) signal as the reference signal. Computer simulation results show that this method
can achieve stable weight vector and well calibration performance.

The remaining paper is organized as follows. Section 2 describes the principle of cali-
bration. Section 3 demonstrates the signal model and proposed methodology for the new
time-domain calibration. The performance analysis is also illustrated in this section. The
simulation results of the calibration with time-domain equalizer are given in Section 4.
Finally Section 5 offers some conclusions.
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2. Principle of Channel Calibration. Supposing the broadband receiving array an-
tenna consists of M + 1 elements, channel 0 is the reference and the other channels are
considered with mismatch. The block diagram of array antenna is shown as Figure 1
where reference channel and only one calibrated channel are illustrated for the sake of
simplicity. Because of the mismatch, the channel transfer function Cm(ω) of the mth
mismatch channel is not equal to the transfer function Cref(ω) of the reference channel.
So a transversal filter is employed between the front-end and digital beamformer to play
the role of calibration.

Figure 1. Principle diagram of array antenna

Then the overall transfer function of the mth channel is given by

Hm (ω) = Cm (ω)Em (ω) 1 ≤ m ≤ M (1)

Perfect calibration means that each Hm(ω) should be equal to Cref(ω), namely

H1 (ω) = H2 (ω) = · · · = HM (ω) = Cref (ω) (2)

In that way, frequency response of the desired transversal filter must satisfy

Em (ω) = Cref (ω)/Cm (ω) (3)

3. Filter Coefficients Calculation.

3.1. System structure and signal model. To compute the coefficient cm of the mth
transversal filter, an equalizer with weight vector wm is utilized which is connected as
illustrated in Figure 2. In fact, the transversal filter and equalizer have the same structure
with L order taps, so cm and wm are both L + 1 dimensional column vector. As Figure
2 shows, each equalizer works independently to obtain the weight vector wm.

The array is installed in microwave darkroom, where a BPSK signal s(t) is transmitted
from far field [10] and travels vertically on the surface of array. Of course, the spectrum
of BPSK signal should cover operating band of the array antenna. Then the digital signal
received by reference channel is described as d(k). Similarly the input signal for the
mth equalizers is xm(k). An adaptive filtering algorithm in time domain is deployed to
compute wm through k times iterations and converge to wm=wm(k). Then the equalizer
transfers the weight vector wm to the transversal filter as coefficient cm, namely

cm = wm (4)

3.2. Weight vector calculation. To calculate weight vector, the equalizer exploits
Least Mean Squares (LMS) or Recursive Least Squares (RLS) adaptive filtering algorithm
in time domain. Although RLS algorithm has a fast rate of convergence, the computa-
tional burden is much larger than LMS [11]. By contrast, the steady-state error for LMS
algorithm can be adjusted to an acceptable level through the step size parameter [12].
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Figure 2. Diagram of time domain calibration method

The mth equalizer inputs include reference signal d(k) and vector xm(k), which consists
of L + 1 continuous sample snapshots of xm(k) and is given by

xm (k) = [xm (k) · · · xm (k − L)]T (5)

If k < 0, we set xm(k) = 0. The mth equalizer uses LMS algorithm as following steps
to get wm:

Step 1: when k = 0, select step-size µ and set wm (0) = [0 · · · 0]T ;
Step 2: calculate the output error by

em (k) = d (k) − wH
m (k) xm (k) (6)

where the operator “[ ]H” represents conjugate transpose;
Step 3: update the weight vector with

wm (k + 1) = wm (k) + µe∗m (k)xm (k) (7)

where the operator “∗” means conjugate;
Step 4: judge whether the weight vector has converged or not. If not, then set k = k+1

and jump to Step 2. Otherwise, the weight vector wm(k) is served as the output weight
vector wm of equalizer and the iterative calculations are stopped.

Step 5: convey wm to the transversal filter as the coefficient vector cm.

3.3. Performance of the calibration. Performance of the above method mainly in-
cludes convergence time and steady error. To insure the convergence [13], the range of
step size is

0 < µ < [LPin]−1 (8)

where Pin is the input signal power. The larger step size will cause faster convergence
speed and worse steady state error.

In addition, the noise in the reference signal will degrade the accuracy of the weight
vector, which does not happen in the classic LMS adaptive filter where the reference signal
is noiseless. For the proposed algorithm, the reference signal is

d (k) = s (k) + n (k) (9)

and the noise n(k) will derive an additional error term in the solution for Winner-Hopf
equation as [14]

w = R−1p = R−1p0 + R−1pn (10)
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In the above expression, the second term on the right side is external error resulting
from noise where the covariance matrix R is defined as

R = E
[

x (k) xH (k)
]

(11)

In addition, the cross-correlation vector between x (k) and d(k) is

p = E [x (k) d∗ (k)] = E [x (k) s (k)] + E [x (k) n (k)] = p0 + pn (12)

It is easy to prove that the error term R−1pn could be reduced effectively by increasing
the Signal to Noise Ratio (SNR) of reference signal [15].

4. Simulation and Analysis. Computer simulations are exploited to investigate the
performance of new calibration methodology. Assuming the frequency response of refer-
ence channel Cref(ω) is 1, the reference signal is a broadband BPSK signal with interme-
diate frequency of 50MHz and bandwidth of 20MHz. The tap number L of transversal
filter and equalizer is 50 and the SNR is 50dB. The transmitted BPSK signal is received
by reference channel and all mismatch channels respectively with the same SNR. The step
size µ = 0.005 can guarantee convergence. When the signal is normally incident upon the
array, its phase offset between channels is generated only by the mismatch. Without loss
of generality, simulation investigates only one channel with mismatch.

Figure 3 shows three amplitude frequency response curves. The channel function Cm(ω)
utilizes sinusoid model and it is a convex plot in the figure. The bottom concave dash line
is the amplitude spectrum Em(ω) for the transversal filter whose coefficients come from
the equalizer. The overall response is equal to

Hm (ω) = Em (ω)Cm (ω) ≈ 1 = Cref (ω) (13)

That proves the proposed methodology works well since Equation (2) is satisfied.

Figure 3. Amplitude frequency response curve in the pass band region

Figure 4 illustrates three signals in time domain, which are the BPSK reference, input
and output waves of transversal filter. Obviously, the post-calibration signal coincides
with the reference. That also proves the validity of proposed calibration strategy.

The step size of LMS algorithm deeply impacts the performance of calibration as shown
in Figure 5. The residual error is defined as

∆Hm (ω) = Em (ω)Cm (ω) − 1 (14)

Assuming the step size µ is 0.005, 0.01 and 0.018 respectively, the plots show that the
best performance is achieved with the minimum step size. This result could be explained
through the misadjustment analysis in LMS filtering theory.
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Figure 4. The BPSK signals with calibration

Figure 5. Residual amplitude mismatch with different step sizes

As discussed in the previous chapter, the SNR also plays an important role in the new
approach due to the noisy reference signal. In Figure 6, we set SNR to be 20dB, 30dB
and 50dB respectively and the residual errors are plotted. Obviously, the higher the SNR
is, the less the error we obtain.

Finally, we study the relationship between the order of the transversal filter and calibra-
tion performance. As Figure 7 illustrated, the order L is set to 30, 40 and 50 respectively.
Through the results, we can see that the larger tap number could generate less residual
error especially in the region of pass band edge. However, the high order of filter will
cause large group delay and more expenditure for hardware resource.

5. Conclusions. A time domain calibration method in broadband receiving array an-
tenna is proposed in detail. Some simulation experiments prove its validity. Compared
with frequency-domain calibration method, the proposed approach is much easier to im-
plement from the engineering point of view due to low computational complexity. How-
ever, this strategy is limited by the microwave darkroom requirement. So we should
explore a methodology to finish the calibration even when the array is installed on some
platform, which is the future work.
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Figure 6. Residual ampli-
tude mismatch with different
SNR

Figure 7. Residual ampli-
tude mismatch with different
tap numbers
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