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Abstract. As Social Network Services became one of the most successful Web-based
businesses, recommendation using the social network also became actively utilized to at-
tract and retain customers. One of the current research trends of recommendation is
the use of various relationships amongst customers in order to increase the possibility of
enhanced recommendation. This paper suggests a semantic social network that represents
the various relationships between customers and products through a semantic graph, and
a method that generates recommendation rules through semantic social network mining
over the semantic graph.
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1. Introduction. Social network services (SNSs) are one of the most successful Web-
based businesses where a lot of service is provided, through which many companies utilize
as a marketing channel [1]. Recommendation can be used as one of the tools to attract new
customers and retain them in SNSs. As it is more likely to provide enhanced recommen-
dation by using the relationships among customers compared to traditional collaborative
filtering (CF), there are increasing research works for using the relationships in SNSs [2-4].

CF, one of the popular recommendation methods, recommends unpurchased items from
neighbors’ purchased items based on the assumption that the customers having similar
buying patterns (called neighbors) are likely to have similar taste on choosing items [5-7].
Meanwhile, social filtering (SF) tends to use social networks among customers in order
to make neighbors for recommendation in addition to traditional CF. One of SF’s major
issues is whether this brings better results than CF by using friend relationships of social
network [8-10]. Previous research on SF shows that customers tend to prefer the products
that friends like or introduce. Moreover, methods using SF or SF mixed with CF show
better performance than those only using CF [11-13].

However, current works tend to use simple limited relationships between customers
because it is not easy to represent and consider all the relationships at the same time.
We expect that our research can significantly enhance recommendation by representing
and using various explicit and implicit relationships in SNSs. Therefore, we suggest a new
recommendation framework, generating neighbor identification rules by using the relation-
ships, consisting of recommendation and neighbor identification processes. Moreover, we
utilize Semantic Web technologies and network mining algorithms in the recommendation
process by representing the relationships with a semantic social network.
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This paper is organized as follows. In Section 2, we review the previous studies about
recommendation methods such as CF and SF. Section 3 presents the issues of our re-
search and resolutions for them, and Section 4 describes our recommendation framework.
Conclusions including contributions and limitations are presented in Section 5.

2. Literature Review. SNSs are defined as “web-based services that allow individuals
to (1) construct a public or semi-public profile within a bounded system, (2) articulate a
list of other users with whom they share a connection, and (3) view and traverse their list
of connections and those made by others within the system” by Ellison and Boyd [1]. To
state a few, Cyworld, Skyblog, LinkedIn, MySpace, Last.fm, Flickr, Facebook, YouTube,
and Twitter are very popular SNSs, on which a user can build a social network by adding
friends. This social network can be represented with a graph. Therefore, it is possible to
apply various graph theories for recommendation. Moreover, implicit information from
social networks, as well as explicit social information from friendships, can also be ob-
tained and represented with graphs. For example, Cantador & Castells [14] spread user
preferences on multi-layered semantic social networks, in which the components were rep-
resented with Semantic Web standards such as RDF and OWL to analyze the semantic
social network.

Recent studies defined social filtering (SF) as the recommendation technique that uses
explicit or implicit social network information from community networks or affinity net-
works [8]. Most of the studies on SF aimed to improve recommendation tools by using
social information [11,12], and showed that SF outperforms traditional CF in the used
scenarios. As aforementioned, a social network naturally has the characteristics of a graph,
which makes graph analysis methods in SF more powerful than CF. For example, some
studies use centrality, cliques and k-cores of network theories instead of traditional similar-
ity measures between customers of CF to identify neighbors. These studies paid attention
to the fact that customer relationships in social networks make graphs, again differing
from CF methods [14-17]. Konstas et al. [16] recommended music tracks by using the
framework of Random Walk with Restarts (RWR) in Last.fm, an existing special-purpose
SNS. Further, Huang et al. [15] suggested recommendation that uses spreading-activation.
The algorithm suggested in the paper traverses consumer-product graph from the target
consumer, and calculates whether to recommend each product by using the activation
levels of the node.

Even though some studies have already used graph theories for recommendation in
SNSs, there are still many possibilities to improve them. Firstly, we can represent var-
ious explicit and implicit relationships with semantic social network. Secondly, we can
apply semantic technologies for a more in-depth analysis. Lastly, we can develop a new
recommendation method based on them.

3. Issues of Recommendation on Social Network Services. This chapter shows
the issues that should be considered in the development of recommendation system on
SNSs. Moreover, it shows the required tasks capable of solving the suggested issues. The
tasks will be considered in the design of our framework shown in Chapter 4. That is, the
purpose of this chapter is to explain which issues we will consider and how they would be
handled in the design of the proposed framework.

3.1. The necessity of a novel approach. As shown in recent studies discussed in
Section 1, the use of data inherent in SNSs is necessary to make recommendations in
SNSs. However, most of the studies use just simple relationships such as friendship. There
are various explicit and implicit relationships among members in SNSs. It is expected
to enhance recommendation methods if we can fully use the relationships. Furthermore,
we can exploit the relationships between the customers, services and objects in SNSs.
We expect that the recommendation using those various types of relationships could be
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an important service in SNSs [17-19]. Therefore, we established the need for a novel
approach using formal and systematic methods of the Semantic Web, which can represent
and interpret these various relationships.

3.2. The representation and use of the inherent characteristics of SNSs. Social
networks can be represented with graphs by expressing the relationships among customers
and objects including services with different links [15,16]. However, we need a formal
standard representation of the graphs in order to process them. Indeed, the objective
of Semantic Web is to represent Web resources with semantic graphs and make software
understand and automatically process them [20]. One of its most important elements is
ontology, which is defined as an explicit specification of a conceptualization [21]. On-
tology is inherently a semantic graph that represents shared resources with explicit and
formal standards such as RDF and OWL, and it can support automatic understanding
and processing by software. Therefore, Semantic Web technologies such as formal repre-
sentation and inference can represent the various relationships with sematic graphs. Thus,
we would need to investigate how to represent the social network information based on
description logic, a logical formalism of Semantic Web. Therefore, we expect that it is
essential to develop a semantic social network that represents all the various links and
supports processing them in one linked graph [14].

3.3. The use of Semantic Web technologies in recommendation. The next issue
is about using semantic technologies in recommendation algorithm. This issue is closely
related to the previous one; sine representation of the relationships of SNSs with a semantic
graph requires every consecutive step to apply Semantic Web technologies. Meanwhile,
our approach generates neighbor identification rules by using network mining on the
semantic social network. In this step, we will develop a decision tree learning algorithm
that produces the rules. The algorithm will be applied to the semantic social network in
the form of a semantic graph that links connecting resources based on description logic.
Thus, we need to customize classification criteria for the algorithm based on Semantic
Web technologies.

Once the neighbor identification rules are generated, we can apply them to identify
neighbors of a specific customer. In this step, we suggest conducting logical inference, one
of the Semantic Web technologies.

3.4. Proposed solutions to the issues. The following section proposes solutions to the
suggested issues. Firstly, we will suggest a recommendation framework using the semantic
social network, which identifies the required components and the recommendation pro-
cess in SNSs. The framework comprises building a semantic social network, generating
neighbor identification rules through network mining, and executing recommendations
according to the established rules. Secondly, we will develop an ontology for the social se-
mantic network in order to provide approaches that effectively represent the relationships
between customers and products. Thirdly, we will construct a semantic social network
mining method by using the knowledge represented with the ontology. The objective of
the mining algorithm is to discover rules for neighbors who previously bought the same
products. We will develop a description logic based decision-tree learning algorithm that
works on our social semantic network. Lastly, we will apply the generated rules to rec-
ommend products. The first step is to extract neighbors with the rules and the next step
is to recommend products with the neighbors that is very similar to CF.

4. Recommendation Framework on Social Network. This chapter describes our
suggested recommendation process using semantic social network and the procedure of
generating neighbor identification rules by using semantic social network mining. Our
framework is designed to apply the solutions proposed in Section 3.4. For example, it
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builds semantic social network ontology of the first solution to represent various relation-
ships. Moreover, it includes a network mining algorithm which exploits Semantic Web
technologies. Detailed elements of the framework will be explained in the following sec-
tions.

4.1. Overall recommendation process. Figure 1 shows our overall process of recom-
mendation using the social semantic network. There are five steps in our approach.

Figure 1. Framework of recommendation using semantic social network

In the first step, semantic social network ontology is built by acquiring data from SNSs
and analyzing various relationships between customers and products from the data. In
this step, we develop a description logic based method of knowledge representation for the
information. The knowledge based on the ontology includes all data from the customers’
purchase. One of the assumptions of our framework is that SNSs such as Last.FM provide
our suggested recommendation, so they need a conversion program that extracts triples
of the semantic social network from the SNS data. In case of developing a system outside
SNSs, we can use public data set or API provided by SNSs such as Last.fm dataset and
Last.fm API [19].

In the second step, we extract customers who purchased the same product or product
group from the semantic social ontology to get customer list for each product or product
group. Determining the analysis unit, which could be either a specific product or a product
group of similar products, will be an issue in this step.

The third step is generating potential customer identification rules from the semantic
social network from the customer lists with same purchases. This step is the core of our
approach, and the more detailed procedure will be described at the next section. Decision
tree learning algorithm based on description logic will be used in the procedure. This
method differs from the traditional decision tree learning algorithm since it operates on
a semantic graph instead of a database. Moreover, the graph has various logical links of
description logic. The objective of the algorithm is to discover the implicit rules for the
customers purchasing the same product or product group from a semantic social network.
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Those can explain or give hints why they purchase the same products. Therefore, we
categorize the algorithm as network mining. The result of the step is decision tree for each
customer group of a product or product category. The trees show the rules for customers
with same purchases through various relationships among customers and products.

The fourth step identifies potential customers who satisfy the identification rules by
using the rules generated from the previous step. In this step, we use ontology inference
in order to decide potential customers of each product or product category because the
identification rules of the decision trees are based on description logic. Customers who
satisfy the rules of each decision tree will be retrieved and we can get potential customer
lists of all products.

Lastly, we recommend products to a target customer. By using the customer lists
retrieved in the previous step, we can find out products not yet purchased by the target
customer from the potential customer lists of each product.

4.2. Identifying potential customers through network mining. Figure 2 shows the
steps of generating the common relationships of customers who have a tendency of buying
the same product or product group. A list of customers who bought a same product is
acquired from semantic social network ontology, and we set a target class and a target
property from the list. In our setting, the target class includes all customers and the
target property is whether each customer bought the product or not.

Figure 2. Identification of relations between customers buying the same
products from semantic social network ontology

Afterward, the algorithm traverses all the relationships of semantic social network.
There could be various relationships among customers and products, so our network
mining algorithm finds the common relationships of the customers who bought the same
product that best explains the customers. The common relationships are used for rules to
identify potential customers for the product, and those have a form of a decision tree. The
resources of the semantic social network are connected with various relationships between
resources such as customer-to-customer, customer-to-product, and product-to-product in
addition to relationships of classes of each resource and upper structures of the classes. In
order to extract the rules, we will develop a decision tree learning algorithm that generates
decision trees over a semantic social network that is a semantic graph.

The first step of the development is designing representation of a semantic graph based
on description logic. In order to apply decision tree learning algorithm to the semantic
graph, the classification criteria (called refinement) of a decision tree should be formally
defined based on description logic.
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The general decision tree learning algorithm uses both variable and value type data and
represents classification criteria with simple signs such as an equality sign and an inequal-
ity sign. However, resources and properties between resources are much more complex
than the simple variable-value types. Moreover, the relationships between resources can
be overlapped such as existential and universal quantifiers. Therefore, we essentially need
to define new refinements of decision tree based on description logic.

The refinements of decision trees are defined based on the structure of instance re-
lated graph data. The information of graph data varies from the type of the instance
to object property that shows the relations between instances. The following shows the
representative types of possible refinements:

• Instance type information: refinements are defined based on the class to which in-
stances belong to.

• Instance property information: refinements are defined based on the relation that
connects instances.

• Instance literal information: refinements are defined based on the literal value of
instances that are similar to variable-value type refinements.

In addition to the refinements above, more refinements based on description logic should
be defined, which can be exploited in a new description logic based decision tree learning
algorithm that can analyze semantic social networks.

The next step is to develop an algorithm to discover the rules for customers who bought
the same products with decision tree learning. Once the new refinements are defined, the
algorithm itself is similar to the traditional one. It traverses the semantic social network
to find next candidate relationships and resources to explore until it succeeds in classifying
the customers who bought the product and the others with a predefined threshold. The
resulting decision tree can be easily converted to a set of rules.

5. Conclusions. Recommendation is recently becoming an effective marketing tool of
SNSs. New approaches using graph-based analysis are getting attention because social
network is a kind of graph which shows the relationships between customers with friend-
ship. However, most works are just using simple limited relationships between customers
even though there are a lot of various explicit and implicit relationships.

Thus, we propose a new recommendation framework, using an approach that represents
the diverse relationships of the semantic social network, and consisting of potential cus-
tomer identification processes and recommendation that utilize Semantic Web technologies
as well as network mining algorithms. The network mining algorithm is suggested based
on a decision tree learning algorithm that is newly developed by defining new refinements
based on description logic.

Further, there are issues about proving our framework in a practical way to resolve
in future work. Firstly, we need to fully implement the decision tree learning algorithm
customized for recommendation in SNSs. Theoretically, the algorithm can be applied to
SNSs, but it further needs to be tested and verified. Secondly, the ontology should be
implemented by collecting real data from SNSs. Once we choose a domain, we can collect
a public data set by using API or from public sources such as Last.fm. It is possible to
show that the algorithm works with sample data, but a larger data pool is required to
effectively verify the functionality of the algorithm. Lastly, the algorithm needs to be
compared with the traditional CF methods to demonstrate that it indeed enhances the
recommendation performance.

We expect the suggested framework to be faster than CF because it uses pre-generated
rules for recommendation, meaning that it is more easily applied to SNSs. Moreover, the
rules can explain the customer groups that buy similar products. Secondly, we expect
that our framework shows a new recommendation approach that uses various relationships
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with the Semantic Web. The framework is expected to be applied in various domains,
not necessarily restricted to SNSs.
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