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Abstract. In this paper, by introducing impulse process into fractional order differential
equations, a Caputo impulsive fractional order differential system taking the form as

C
t0D

α
t x − p(t)x(t) + q(t)|x(t)|λ−1x(t) = e(t), t ∈ (t0,∞) \ {t0, t1, t2, · · · },

∆x|t=tk
= Ik (tk, x(tk)) ,

x
(
t+0
)

= x0,

is established, where 0 < α ≤ 1, t0 < t1 < t2 < · · · , limk→∞ tk = ∞, p(t), q(t), e(t)
are continuous functions and λ is a ratio of odd positive integers. Furthermore, a new
oscillation criterion for above mentioned equations is obtained in this paper. Finally,
examples are given to illustrate the applicability of the results obtained.
Keywords: Caputo’s derivative, Impulsive equations, Oscillation, Mixed nonlinearity

1. Introduction. Recently, the investigation of differential equations of fractional order
has received a great deal of attention due to the fact that they have been widely used
to model phenomena arising in many branches of science such as physics, biology, and
engineering, one can see [1, 2, 3, 4] and the reference therein. Moreover, one of the most
important and interesting problems in the analysis of fractional order differential equations
is their oscillation criterion. Recent years have witnessed a growing interest in this area,
see [5] and [6]. In [5], the authors gave new oscillation criteria for fractional differential
equations of the form

aD
q
tf1(t, x) = v(t) + f2(t, x), (1)

where the functions f1, f2, and v are continuous.
Furthermore, many phenomena may suffer sudden environmental shocks, e.g., earth-

quakes, hurricanes, and epidemics. However, the model (1) cannot explain such phe-
nomena. To explain these phenomena, introducing the impulse process into differential
equations provides a feasible and more realistic model. Guo et al. [7] established an inter-
val oscillation criterion for second-order forced impulsive differential equation with mixed
nonlinearities by using arithmetic-geometric mean inequality and Riccati transformation.
Motivated by aforementioned work [5, 6, 7], in this paper, we develop the model with
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impulse condition
C
t0
Dα

t x − p(t)x(t) + q(t)|x(t)|λ−1x(t) = e(t), t ∈ (t0,∞) \ {t0, t1, t2, · · · },
∆x|t=tk = Ik (tk, x(tk)) ,

x
(
t+0
)

= x0,

(2)

where 0 < α ≤ 1, C
t0
Dα

t is the Caputo’s fractional derivative, ∆x|t=tk = x
(
t+k
)
− x

(
t−k
)
,

t0 < t1 < t2 < · · · , limk→∞ tk = ∞, p(t), q(t), e(t) are continuous functions, λ is a ratio
of odd positive integers,

Ik (tk, x(tk)) = ak|x(t)| − bk|x(t)|ω
∣∣
t=tk

, k = 0, 1, 2, · · · , (3)

ak, bk > 0, k = 1, 2, · · · , are constants and ω > 0 is a ratio of odd positive integers.
The contents of this paper will be arranged as follows. In Section 2 we collect some

preliminaries. Section 3 will be concerned with the new oscillation criteria for Equation
(2) and examples are provided to explain our theories in Section 4. Finally, we present
the conclusion in Section 5.

2. Preliminaries.

Definition 2.1. [8] A real-valued function x(t) is called a solution of (2) on [t0, T ), T > 0
if
(i) xt+0

= x0;

(ii) x(t) is continuous function and satisfies (2) on every subinterval of [t0, T ) not con-
taining t = tk;
(iii)

x
(
t+
)

= x(t) + Ik (t, x(t)) (4)

for t = tk ∈ [t0, t0 +T ) at which x(t) is assumed to be left continuous, i.e., x
(
t−k
)

= x(tk).

A solution x(t) of (2) is called oscillatory if it has arbitrarily large zeros on [t0,∞);
otherwise, it is called nonoscillatory. A differential equation is called oscillatory if every
solution of the equation is oscillatory and nonoscillatory if it has at least one nonoscillatory
solution.

Lemma 2.1. [9] Let α > 0, then

Iα
a

C
a Dα

t u(t) = u(t) + c0 + c1(t − a) + c2(t − a)2 + · · · + cn−1(t − a)n−1,

for some ci ∈ R, i = 0, 1, 2, · · · , n−1, n = [α]+1, where Iα
a denotes the Riemann-Liouville

integral operator of order α.

Lemma 2.2. x is a solution of the problem (2) if and only if the piecewise left continuous
function x is a solution of the integral equation

x(t0) = x0,

x(t) =



x0 + 1
Γ(α)

∫ t

t0
(t − s)α−1f (s, x(s)) ds, t ∈ (t0, t1],

x0 + 1
Γ(α)

k∑
i=1

∫ ti
ti−1

(ti − s)α−1f (s, x(s)) ds

+ 1
Γ(α)

∫ t

tk
(t − s)α−1f (s, x(s)) ds +

k∑
i=1

Ii (ti, x(ti)) , t ∈ (tk, tk+1],

(5)

where

f (t, x(t)) = e(t) + p(t)x(t) − q(t)|x(t)|λ−1x(t). (6)
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Proof: Suppose x(t) is a solution of the problem (2). For any t ∈ [t0, t1], noting that
0 < α < 1, by Lemma 2.1, we have

x(t) = Iα
t0
f (t, x(t)) + c0.

This, together with x(t0) = x0, implies

c0 = x0,

then we obtain that

x(t) = x0 +
1

Γ(α)

∫ t

t0

(t − s)α−1f (s, x(s)) ds, t ∈ (t0, t1]

and

x(t1) = x
(
t−1
)

= x0 +
1

Γ(α)

∫ t1

t0

(t1 − s)α−1f (s, x(s)) ds. (7)

Similar to that of ([10], Equation (2.10)), for t ∈ (t1, t2], we have

x(t) = x
(
t+1
)

+ Iα
t1
f (t, x(t)) . (8)

Then, combining (6) and (7) with (8), we thus derive that

x(t) = x0 +
1

Γ(α)

∫ t1

t0

(t1 − s)α−1f (s, x(s)) ds

+
1

Γ(α)

∫ t

t1

(t − s)α−1f (s, x(s)) ds + I1 (t1, x(t1)) .

The desired assertion then follows by repeating the previous procedures.
On the other hand, if x is a solution of integral Equation (5), it is easy to obtain x is

also a solution of (2).

Lemma 2.3. [11] Suppose X, Y and U , V are nonnegative, then

(I) λXY λ−1 − Xλ ≤ (λ − 1)Y λ, λ > 1, (9)

(II) µUV µ−1 − Uµ ≥ (µ − 1)V µ, 0 < µ < 1, (10)

where each equality holds if and only if X = Y or U = V .

3. Main Results.

Theorem 3.1. Suppose that p(t) > 0, q(t) > 0, λ > 1, ω > 1, if

lim inf
k→∞

(
k∑

i=1

∫ ti

ti−1

(ti − s)α−1

(
(λ − 1)

(
p(s)

λ
q−

1
λ (s)

) 1
λ−1

+ e(s)

)
ds

+
k∑

i=1

(ak

ω
b
− 1

ω
k

) 1
ω−1

)
= −∞

(11)

and

lim inf
k→∞

(
k∑

i=1

∫ ti

ti−1

(ti − s)α−1

(
(λ − 1)

(
p(s)

λ
q−

1
λ (s)

) 1
λ−1

− e(s)

)
ds

+
k∑

i=1

(ak

ω
b
− 1

ω
k

) 1
ω−1

)
= −∞

(12)

hold, then Equation (2) is oscillatory.
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Proof: Suppose there exists a nonoscillatory solution of Equation (2). Without losing
the generality, assume that x(t) > 0 for all t ≥ tk0 ≥ 0, where k0 ≥ 1 depends on the
solution x(t). For t ∈ (tk, tk+1], k ≥ k0 + 1, using Lemma 2.2, we derive at

x(t) = x0 +
1

Γ(α)

k∑
i=1

∫ ti

ti−1

(ti − s)α−1f (s, x(s)) ds

+
1

Γ(α)

∫ t

tk

(t − s)α−1f (s, x(s)) ds +
k∑

i=1

Ii (ti, x(ti))

= x0 +
1

Γ(α)

k0∑
i=1

∫ ti

ti−1

(ti − s)α−1f (s, x(s)) ds

+
1

Γ(α)

k∑
i=k0+1

∫ ti

ti−1

(ti − s)α−1f (s, x(s)) ds

+
1

Γ(α)

∫ t

tk

(t − s)α−1f (s, x(s)) ds +
k∑

i=1

Ii (ti, x(ti)) .

(13)

Substituting (6), (3) into (13) gives that

x(t) = x0 +
1

Γ(α)

k0∑
i=1

∫ ti

ti−1

(ti − s)α−1f (s, x(s)) ds

+
1

Γ(α)

k∑
i=k0+1

∫ ti

ti−1

(ti − s)α−1
(
p(s)x(s) − q(s)xλ(s)

)
ds

+
1

Γ(α)

∫ t

tk

(t − s)α−1
(
p(s)x(s) − q(s)xλ(s)

)
ds

+
k∑

i=1

(ak|x(tk)| − bk|x(tk)|ω)

+
1

Γ(α)

k∑
i=k0+1

∫ ti

ti−1

(ti − s)α−1e(s)ds +
1

Γ(α)

∫ t

tk

(t − s)α−1e(s)ds

:= Φ(k0) + Φ1 + Φ2 + Φ3 + Φ4,

(14)

where

Φ(k0) = x0 +
1

Γ(α)

k0∑
i=1

∫ ti

ti−1

(ti − s)α−1f (s, x(s)) ds,

Φ1 =
1

Γ(α)

k∑
i=k0+1

∫ ti

ti−1

(ti − s)α−1
(
p(s)x(s) − q(s)xλ(s)

)
ds,

Φ2 =
1

Γ(α)

∫ t

tk

(t − s)α−1
(
p(s)x(s) − q(s)xλ(s)

)
ds,

Φ3 =
k∑

i=1

(ak|x(tk)| − bk|x(tk)|ω) ,

Φ4 =
1

Γ(α)

k∑
i=k0+1

∫ ti

ti−1

(ti − s)α−1e(s)ds +
1

Γ(α)

∫ t

tk

(t − s)α−1e(s)ds.
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Using Lemma 2.3 (I) for Φ1, Φ2, Φ3, we have Φ1 ≤ 1
Γ(α)

∑k
i=k0+1

∫ ti
ti−1

(ti − s)α−1(λ −

1)
(

p(s)
λ

q−
1
λ (s)

) 1
λ−1

ds, Φ2 ≤ 1
Γ(α)

∫ t

tk
(t−s)α−1

(
p(s)
λ

q−
1
λ (s)

) 1
λ−1

ds, Φ3 ≤
∑k

i=1

(
ak

ω
b
− 1

ω
k

) 1
ω−1

,

which follows from (14) that

x(t) ≤ Φ(k0) + Φ4 +
1

Γ(α)

k∑
i=k0+1

∫ ti

ti−1

(ti − s)α−1(λ − 1)

(
p(s)

λ
q−

1
λ (s)

) 1
λ−1

ds

+
1

Γ(α)

∫ t

tk

(t − s)α−1

(
p(s)

λ
q−

1
λ (s)

) 1
λ−1

ds +
k∑

i=1

(ak

ω
b
− 1

ω
k

) 1
ω−1

.

(15)

Taking the limit inferior of both sides of (15) as t → ∞, we get a contradiction to condition
(11). In the case of x(t) < 0, we use the function y(t) = −x(t) as a positive solution of
the differential Equation (2) and repeating the above procedure leads to a contradiction
with (12). This completes the proof.

Remark 3.1. When (3) is replaced by Ik (tk, x(tk)) = 0, i.e., the equation is not added
the impulse condition, the similar result is obtained by [5].

Remark 3.2. From Theorem 3.1 Equation (15), we remark that the equations which do
not impose impulse condition can be oscillatory although they are nonoscillatory when
imposing impulse condition.

Corollary 3.1. If the conditions of Theorem 3.1 hold and max0≤i≤∞(ti+1 − ti) ≤ ∆, and
there exists β : 0 < β < α, such that

lim inf
k→∞

[
k

Γ(α)

(
1 − β

α − β

)1−β

∆α−β

k∑
i=1

(∫ ti

ti−1

(Z(s))
1
β ds

)β

+
k∑

i=1

∫ ti

ti−1

(ti − s)α−1(λ − 1)e(s)ds +
k∑

i=1

(ak

ω
b
− 1

ω
k

) 1
ω−1

]
= −∞

and

lim inf
k→∞

[
k

Γ(α)

(
1 − β

α − β

)1−β

∆α−β

k∑
i=1

(∫ ti

ti−1

(Z(s))
1
β ds

)β

−
k∑

i=1

∫ ti

ti−1

(ti − s)α−1(λ − 1)e(s)ds +
k∑

i=1

(ak

ω
b
− 1

ω
k

) 1
ω−1

]
= −∞

hold, where Z(s) = (λ − 1)
(

p(s)
λ

q−
1
λ (s)

) 1
λ−1

, then Equation (2) is oscillatory.

Proof: It follows from Hölder inequality that∫ ti

ti−1

(ti − s)Z(s)ds ≤
(∫ ti

ti−1

(ti − s)
1

1−β ds

)1−β (∫ ti

ti−1

(Z(s))
1
β ds

)β

.

Then, by Theorem 3.1, the result is obtained.

Remark 3.3. Corollary 3.1 is satisfied the equations with invariable step-size impulses,
i.e., tk = t0 + k∆.
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Theorem 3.2. Suppose that p(t) < 0, q(t) < 0, λ < 1, ω > 1, if

lim inf
k→∞

(
k∑

i=1

∫ ti

ti−1

(ti − s)α−1

(
(1 − λ)

(
|p(s)|

λ
|q(s)|−

1
λ

) 1
λ−1

+ e(s)

)
ds

+
k∑

i=1

(ak

ω
b
− 1

ω
k

) 1
ω−1

)
= −∞

(16)

and

lim inf
k→∞

(
k∑

i=1

∫ ti

ti−1

(ti − s)α−1

(
(1 − λ)

(
|p(s)|

λ
|q(s)|−

1
λ

) 1
λ−1

− e(s)

)
ds

+
k∑

i=1

(ak

ω
b
− 1

ω
k

) 1
ω−1

)
= −∞

(17)

hold, then Equation (2) is oscillatory.

Proof: We only need to note that, if x(t) > 0, by Lemma 2.3(
p(s)x(s) − q(s)xλ(s)

)
= −

(
|p(s)|x(s) − |q(s)|xλ(s)

)
≤ (1 − λ)

(
|p(s)|

λ
|q(s)|−

1
λ

) 1
λ−1

,

then the desired result follows by repeating the procedures of Theorem 3.1.

4. Example. Consider the following fractional differential equations
C
0 D

1
2
t x − t2x(t) + t3|x(t)|x(t) = sin t, t ∈ (0,∞) \ {0, 2π, 4π, · · · },

∆x|t=2kπ = Ik (2kπ, x(2kπ)) = ak|x(2kπ)| − bk|x(2kπ)|2,
x (0+) = 0,

(18)

Here

α =
1

2
, p(t) = t2, q(t) = t3, e(t) = sin t, λ = 2, ω = 2, tk = 2kπ, k = 0, 1, · · · .

Case 1: Choosing ak = k
1
2 , bk = k4. Then

lim inf
k→∞

(
k∑

i=1

∫ ti

ti−1

(ti − s)α−1

(
(λ − 1)

(
p(s)

λ
q−

1
λ (s)

) 1
λ−1

+ e(s)

)
ds

+
k∑

i=1

(ak

ω
b
− 1

ω
k

) 1
ω−1

)

= lim inf
k→∞

(
k∑

i=1

∫ 2iπ

2(i−1)π

(2iπ − s)

(
1

2
s

1
2 + sin s

)
ds +

k∑
i=1

k− 3
2

2

)
= −∞

and

lim inf
k→∞

(
k∑

i=1

∫ ti

ti−1

(ti − s)α−1

(
(λ − 1)

(
p(s)

λ
q−

1
λ (s)

) 1
λ−1

− e(s)

)
ds

+
k∑

i=1

(ak

ω
b
− 1

ω
k

) 1
ω−1

)

= lim inf
k→∞

(
k∑

i=1

∫ 2iπ

2(i−1)π

(2iπ − s)

(
1

2
s

1
2 − sin s

)
ds +

k∑
i=1

k− 3
2

2

)
= −∞.
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Then by Theorem 3.1, Equation (18) is oscillatory.
Case 2: Choosing ak = k, bk = k−1. Then

lim inf
k→∞

(
k∑

i=1

∫ ti

ti−1

(ti − s)α−1

(
(λ − 1)

(
p(s)

λ
q−

1
λ (s)

) 1
λ−1

+ e(s)

)
ds

+
k∑

i=1

(ak

ω
b
− 1

ω
k

) 1
ω−1

)

= lim inf
k→∞

(
k∑

i=1

∫ 2iπ

2(i−1)π

(2iπ − s)

(
1

2
s

1
2 + sin s

)
ds +

k∑
i=1

k
3
2

2

)
> 0.

So the condition (11) and (12) are not satisfied. However, when Equation (18) is not
subject to impulse condition, the equation is oscillatory, i.e., impulse condition can destroy
the oscillator of the equation.

5. Conclusions. This paper has investigated the oscillation problem for Caputo impul-
sive fractional order differential equations with mixed nonlinearities. By exploiting some
basic inequalities, a new oscillation criterion for Caputo impulsive fractional order differ-
ential equations has been established. Finally, examples are given to show the effectiveness
of proposed criteria. Future work includes time delay system case.
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