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ABSTRACT. The feature extraction is one of the key technologies of network intrusion
detection. However, there is the insufficiency of extracted feature portfolio for the pat-
tern classification in classical kernel principal component analysis (KPCA) algorithm.
This paper designs an improved KPCA algorithm based on information measure. The
information degree is defined with the class aggregation degree and the discrete degree,
which replaces the cumulative contribution rate of KPCA. The algorithm introduces the
concept of similarity to select the eigenvector combination set that is helpful to detect
abnormalities. The simulation results on KDDCUP99 show that the improved algorithm
has the lower dimension and realizes a clear classification effect.
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1. Introduction. The feature extraction is widely used in network intrusion detection.
The current approaches for feature extraction include the principal component analysis
(PCA) [1-3], kernel principal component analysis (KPCA) [4-7] and nonlinear component
analysis [7], etc. The basic idea of PCA method retains the largest original data covari-
ance. The high-dimensional data will be mapped to the low dimensional space. PCA
is only a linear mapping and cannot deal with the nonlinear relationship of some data.
KPCA utilizes the nonlinear mapping to get the high-dimensional feature space of the raw
data, and then uses PCA to analyze the principal component in the feature space [8,9].
KPCA retains the maximum information of eigenvector in the feature space and does
not consider the classing efficiency. However, a shortage of the KPCA is the abnormal
data classification ability [11-13]. In this paper, the information degree is defined and
utilized to select the eigenvector in the improved KPCA algorithm. The dimension of
eigenvector space of the sample set is reduced. The proposed approach uses multifractal
to find the network anomaly, and the lack of the research is anomaly classification [14].
The simulation shows the obvious classification effect of the improved KPCA algorithm
for the network.

This paper is organized as follows. Section 1 analyzes the advantage and insufficiency of
KPCA. Section 2 introduces the basic principle of KPCA and the solving process of eigen-
vector with the whole information. Section 3 designs the process of the improved KPCA
algorithm. Section 4 gives the simulation of the improved KPCA algorithm. Finally,
Section 5 concludes the paper.

2. The Basic Principle of KPCA. Assume that X = [z,--- ,2x] € RY is a group of
training samples, where N is the numbers of the training samples. ¢ : X — F', where F'
is a Hilbert functional space. ¢(X) = [¢p(x1), -+ ,d(xy)]. The covariance matrix C' of ¢
is calculated by

C' = o(X)o(X)" (1)

971



972 D. LI, X. HE AND X. DAI

N

where > ¢(z;) = 0, and normally, the above equation is difficult to be solved. In KPCA,
i=1

the covariance matrix K = [K;] is defined with the kernel function

Ki; = (o(x:), ¢(x5)) (2)
where (,) is a kind of inner product, (¢(z;), d(z;)) = é(x;)"¢(z;). The characteristic
equation of K is defined as

Ko =\ (3)
the solution of the above equation is A = {\; :i=1,--- | N} with Ay > --- > Ay.
KPCA can construct the vector space with the whole features of sample information
and cannot consider the sample class information meanwhile.

3. The Design of Improved KPCA Algorithm. The processing program of improved
KPCA algorithm is given as follows.
Firstly the kernel matrix K can be calculated and centralized as

K(2,y) = oxp (M) ()

202
K=K —-IK—-KI+IKI (5)
where K¢ = [Kg], Kg = <¢ZC¢]C>7 P = ¢ — %Z@( and I = [1/N]yxn.
K

Secondly the information degree is defined with the class aggregation degree of eigen-
vector inside each class and the discrete degree between the different classes.

Definition 3.1. The class aggregation degree of each eigenvector is defined as

N
or = Sk (6)
i=1
where Sy; is the variance of a set of eigenvectors of the ith class.

Definition 3.2. The class discrete degree is defined as

N N
2
DE=Y" D llmuy — mu (7)
i=1 j=i+1
l;
where mi; = ) Ty, li is the number of samples of the ith class and xy,; is the kth
j=1
eigenvector of the ith sample.

Definition 3.3. The information degree is defined as
2
Ok

Jp = 2k
k Di?

k=1,--- N (8)

If Jy is smaller, then the class effect is more obvious. Ji is used to replace the cumulative
contribution rate in KPCA. According to Ji, A’ = {\, : i = 1,--- ,d] is selected with
the most information and |X| < |[A. Az € A is one of the mainly components, and
P = (vf, -+ vk is its eigenvector. So the eigenvector space may be reconstructed with
reduced dimension.

Finally, the correlation coefficient of X and v is computed. If the correlation coefficient
is zero or tending to zero, then the eigenvector is removed from the original eigenvector
set; otherwise, assuming ¥, is the projection of X on v, it is calculated by

ytIZUfKO(t,X) (9)
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4. The Simulation of Improved KPCA Algorithm. The paper utilizes a data subset
of KDDCUP99 [15] to simulate detecting effect. This data subset is widely used in network
security and retains the four network attacks such as DoS, the Probe, U2R and R2L. The
simulation process is described as follows.

Firstly, the data subset is preprocessed, such as numerical value, normalization, remove
the duplicate and eliminate the influence of different dimension.

Secondly, 2000 random samples are selected for feature extraction. Gaussian radial
basis function (RBF) is instead of the kernel function (0% = 10). The classifier is C4.5.

Finally, the classification accuracy of the whole training set is shown in Figure 1. There
is not classification effect for KPCA, because KPCA can show the classification effect only
on a high dimensional space.

F1cURE 1. The class distribution of KPCA algorithm

In order to test the effect of the improved KPCA, the dimension of the random samples
is reduced to three. Three eigenvectors with the most similar degree will be observed,
and its effect of the classification is distinct in Figure 2. In Figure 3, the accuracy curves
show that the accuracy of the improved KPCA algorithm is higher than that of KPCA
algorithm on the 13th eigenvector combination. The accuracy of the improved KPCA
algorithm is the highest on the 16th iteration. So compared with KPCA algorithm, the
improved algorithm has obvious advantages, such as the better accuracy and the less
number of feature combination.

The improved KPCA algorithm is compared with dataset without feature extraction,
PCA and KPCA in Table 1. The result shows that the improved KPCA algorithm has
the obvious effectiveness on accuracy rate, false-alarm rate and missing-detection rate.

TABLE 1. The effect contrast of feature extraction

Accuracy rate (%) False-alarm rate (%) Mzss:ﬂzge—d(e%e)ctwn
Dataset without 92.89 2.17 7.06
feature extraction
PCA 93.65 1.91 6.66
KPCA 94.82 1.52 4.59
Improved KPCA 96.45 1.41 3.76
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FI1GURE 2. The class distribution of the improved KPCA algorithm
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F1GURE 3. The accuracy curves of two algorithms
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5. Conclusions. On the basis principle of the KPCA, this paper introduced the infor-
mation degree and similarity to improve KPCA algorithm. The simulation results have
shown that the proposed approach retains the reduced dimension ability of the KPCA
and the classification ability. And the improved KPCA algorithm is more stable than
KPCA algorithm. The purpose of network anomaly detection is to detect anomalies, and
classify the abnormality. The future work is the proposed approach to video stream with
dynamic backgrounds.
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