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Abstract. In this paper, an interlacing PCA net is proposed to extract weed seeds
image features for automatic identification. Our interlacing PCA net has two layers:
the first layer extracts 9 channel features through convolution with eigenvectors, and the
second layer interlaces 9 channels into 3 subsets. In this model, the convolution filters
of every stage are obtained by means of Principal Components Analysis (PCA) applied
to the patches extracted from weed seed images. Interlacing combinations of the first
stage output are the second stage input. Then a linear SVM is chosen as the classifier.
Compared with the original tree-structure PCA net, our interlacing PCA net captures
more information between channels. Experimental performance evaluation based on 211
species dataset shows that the recognition rate of our proposed interlacing PCA net arrives
at 96.44%.
Keywords: Seed identification, PCA network, Interlacing combinations, SVM classifier

1. Introduction. The manual identification of weed seeds by specialized technicians is
rather slow and hard to quantify, both in its commercial value and in its technological
implication. It is then of major technical and economic importance to implement com-
puter vision-based methods for more reliable and faster classifications of weed seeds. The
biggest challenge of computer vision-based methods is how to represent the difference of
varied classes and the similarity within the classes. So how to represent images with more
distinctive features is the key to classification.

Numerous experiments have been conducted on weed seeds for improving the classifica-
tion accuracy by extracting features from images, but most of them are low-level features.
Chtioui and Bertrand [1] extracted the size, shape and texture parameters from digitized
color images of whole seed samples of rumex, wild oat, Lucerne and vetch in this investi-
gation. Two pattern recognition approaches were attempted in the classification: stepwise
discriminant analysis and artificial neural network. Granitto and Verdes [2,3] proposed
a machine vision-based method to identify large weed seeds database. This investigation
extracted 6 morphological, 4 color and 2 textural parameters from weed seed images and
used näıve Bayes classifier and artificial neural network systems for classification. To
perform the recognition of color weed seeds images, Zhao et al. [4] added color element
to traditional PCA method. This method used the feature of 3D color tensor to generate
vector spaces, and then color PCA was used to map the high dimensional space into low
dimensional subspace, and extract features. Wafy et al. [5] extracted local features by
using Scale-invariant feature transform (SIFT) [6] descriptor for weed seeds classification.
Many other local descriptors could also be used to extract features, such as Binary ro-
bust invariant scalable key-points (BRISK) [7] and Fast retina key-point (FREAK) [8]
descriptors. Many local features are concatenated together or add spatial feature pyra-
mids [9,10] to improve the classification accuracy, but this will make the vector for image
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representation rather long. While the low-level features can be hand-crafted with great
success for specific data and tasks, designing effective features for new data and tasks
usually requires a new domain of knowledge since most hand-crafted features cannot be
adopted directly in new conditions.

The idea of deep learning is to discover multiple levels of representation in the hope
that higher-level features will represent more abstract semantics of data so that deep
convolutional neural networks can draw significant attention because of its successful ap-
plication in ImageNet classification [11]. A convolutional deep neural network architecture
consists of multiple trainable stages stacked on top of each other, followed by a super-
vised classifier. Each stage generally comprises convolutional filter bank layer and feature
pooling layer. Weights in each layer are usually initialized from a zero-mean Gaussian
distribution, e.g., T.-H. Chan et al. [12] initialized the weights through PCA method
and received good performance. K-nearest neighbor (KNN) [13], Bayes classifier [14] and
SVM classifier [15] are the most commonly used classifiers in machine learning. The prin-
ciple of Bayesian classifier calculates the posterior probability using prior probability of
an object and Bayesian formula; the prior probability needs a large number of samples
to get more accurate result. The idea of KNN is that if most of the k adjacent samples
of the test sample belong to a certain category, then the whole test sample also belongs
to this category. The KNN need compare the feature of the test sample with that of
the training samples. The SVM classifier finds a hyperplane which separates two-class
data with maximal margin so that the classification accuracy is high and the classification
speed is independent of the number of the training samples. In this paper, we get the
classification result through SVM classifier.

Inspired by the PCA Network of Tsung-Han Chan and the deep convolutional neural
network, this paper designs a simple deep convolutional network which involves two stages
for the classification of weed seeds, and the weights in every stage are initialized through
PCA [16] method. Our experiments are conducted on a much larger database with 9,192
seed images of 211 common weed species, and some samples of this database are shown
in Figure 1.

Figure 1. Weed seeds images

The remainder of this paper is organized as follows: Section 2 introduces how to build
the interlacing PCA net and get the classification result through SVM classifier; Section 3
displays image classification results on the original test images and its artificially deformed
images; and finally in Section 4, conclusions are drawn and some future research issues
are also discussed.

2. Interlacing PCA Net. Suppose that we are given N input training images {Ii}N
i=1

of size m × n, and assume that the patch size is kp × kp at pth stages.

2.1. Convolution filter extraction using PCA. Around each pixel of input image
in the first layer, we take a k1 × k1 patch, and collect all overlapping patches of the ith
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image; i.e., xi,1, xi,2, . . . , xi,s1s2 ∈ Rk1k1 where each xi,j denotes the jth vectorized patch in
Ii and s1 = (m− k1 + 1), s2 = (n− k1 + 1). We then subtract the patch mean from each
patch, and obtain Xi = [xi,1, xi,2, . . . , xi,s1s2 ], where xi,j is a mean-removed patch. After
constructing the same matrix for all the input images and putting them together, we get

X =
[
X1, X2, . . . , XN

]
. (1)

Assuming that the number of the filters in the first layer is L1, PCA [16] minimizes the
following reconstruction error within a family of orthonormal filters,

min
V ∈Rk1k1×L1

∥X − V V T X∥2
F , s.t. V T V = IL1 , (2)

where IL1 is the identity matrix of size L1 × L1. The solution of Equation (2) is L1

principal eigenvectors of XXT . The PCA filters are then expressed as:

w1
l = matk1,k1

(
ql

(
XXT

))
∈ Rk1×k1 (3)

where matk1,k1(v) is a function that maps a vector v ∈ Rk1k1 to a matrix w ∈ Rk1×k1 , and
ql(XXT ) denotes the lth principal eigenvector of XXT . If the input image is colorized, we
will take a k1 × k1 × 3 patch, and we map the eigenvector as a 3D matrix w1

l ∈ Rk1×k1×3.

2.2. Two-layer model. In this paper, we have a 2 layer model which has good perfor-
mance. Figure 2(a) shows how a two-stage PCA Network designed by Tsung-Han Chan
et al. extracts features from an input image. We think that the model has three inputs in
the first layer because of the colorized image, so every output of the first layer is formed
by convolving three inputs with the corresponding filter and summing them up. For every
input original image Ii and its three image channel Ii,c (c = 1, 2, 3), we will get L1 outputs
Z l

i ∈ Rs1×s2 through the corresponding filter wl,c:

Z l
i =

3∑
c=1

L1∑
l=1

Ii,c ∗ w1
l,c (4)

where ∗ is the 2D convolution operator and w1
l,c is the filter corresponding to Ii,c. However,

the output of the second layer has only one input. Almost in every deep network, the
output is formed by the sum of several or all inputs’ convolution result and the higher
abstract features are the combination of the lower features. For this reason, we modify the
PCA Network by making several or all the first stage output as the input of the second
stage output. The modified model is shown in Figure 2(b).

In the second stage, we assume that A1
i ∈ Rs1×s2×U1 formed by U1 outputs of the first

stage as the input of one output of this stage. Like the first stage, we take a k2 × k2 ×U1

(a) Tree structure PCA net [12] (b) Interlacing PCA net

Figure 2. Two-layer convolutional model
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patch, and collect all patches of A1
i , subtract patch mean from each patch, and form

Y
1

i =
[
y1

i,1, . . . , y
1
i,s3s4

]
, where y1

i,j is a mean-removed patch and s3 = (s1 − k2 + 1),
s4 = (s2 − k1 + 1). By constructing the matrix for all input images and putting them

together, we get Y 1 =
[
Y

1

1, . . . , Y
1

N

]
∈ RU1k2k2×Ns3s4 . Assuming the second stage has

U groups of input, we get Y =
[
Y 1, . . . , Y U

]
∈ RU1k2k2×UNs3s4 . The PCA filters of the

second stage are obtained as

w2
l = matk2,k2,U1(ql(Y Y T )) ∈ Rk2×k2×U1 , l = 1, 2, . . . , L2. (5)

For the input A1
i , we will get L2 outputs:

O1
i =

{
A1

i ∗ w2
l

}L2

l=1
. (6)

For each input of the second stage, i.e., it has L2 outputs. These outputs are binarized
and marked as H(O1

i ), where H(·) is a Heaviside step function whose value is one for
positive entries and zero otherwise. For all the L2 outputs, we view the vector of L2

binary bits as a decimal number. This converts the L2 outputs in O1
i to a single integer-

valued image:

T 1
i =

L2∑
l=1

2l−1H
(
O1,l

i

)
(7)

where O1,l
i is the lth output in O1

i . Every pixel in the image is an integer in the range of
[0, 2L2 − 1].

For each of the U images T u
i , u = 1, . . ., U , we partition it into B blocks. We compute

the histogram with 2L2 bins of the decimal values in each block, and concatenate all B
histograms into one vector and denote them as Hist(T u

i ). The feature of the input image
Ii is defined as:

fi =
[
Hist

(
T 1

i

)
, . . . , Hist

(
TU

i

)]T ∈ R2L2UB

. (8)

2.3. Classifier. This paper takes SVM as the classifier to get the classification results. As
every sample in the training set has a class label, we get the feature f of the sample through
the two-layer network so as to get F = [f1, . . . , fN ] ∈ R2L2UB×N and La = [la1, . . . , laN ] ∈
RN , where lai represents the class label of the sample i. We build an SVM model for every
two classes by using their features and class labels. For a test sample, we extract features
through the interlacing PCA network and then get the possible class labels through all
SVM models. The class label of the test sample is the one with the highest number of
votes of all SVM models.

3. Experiments. Our experiment is conducted on a weed seeds database which has
9,192 images of 211 species. We split the database into a training set and a testing set.
For weed seed identification, we randomly choose, for each species, 80% of the images as
the training samples to build the classifier and the remaining 20% as the testing samples.
This leaves a large database with 7,365 images for training and also a fairly large testing
set with 1,827 images. The size of each image in this dataset is 110×80 and each image is
colorized. All of the results quoted below correspond to an average over 10 independent
experiments.

In this paper, we set L1 = 9 and L2 = 9 and the non-overlapping block as 19 × 21 in
size. We vary the size of the patch of the two stages from 3 to 21. The results are shown
in Figure 3, and we find that this experiment will have better performance when k1 = 5
and k2 = 7.

We improve the PCA net originally proposed by Tsung-Han Chan in that in the second
stage, several or all the first stage outputs are the inputs jointly of every output. We make
the comparison of these two networks with the original images and introduce artificial
deformation to the image with a rotation, scaling or translation, as shown in Figure 4.
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Figure 3. Classification accuracy with different patch sizes

Figure 4. Original image and its artificially deformed images

Figure 5. Classification accuracy of different networks on testing set

Figure 5 shows the classification accuracy with different networks on the original test
images and its artificially deformed images, where NetWork-1 is proposed by Tsung-
Han Chan, NetWork-2 represents the input groups (1, 4, 7), (2, 5, 8) and (3, 6, 9) in the
second stage formed by the output of the first stage, NetWork-3 represents the input
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groups (1, 2, 3), (4, 5, 6) and (7, 8, 9), and NetWork-4 represents the combination groups in
NetWork-2 and NetWork-3. It has been found that compared with the network proposed
by Tsung-Han Chan, the modified network has improved the classification results and
different groups performed differently due to the different distinction of higher abstract
features in combination with the lower features. The network possesses robustness to
image translation because the filter is shared in the whole image.

4. Conclusion. In this paper, we extract features from the construction of a 2 layer
interlacing PCA net to represent weed seed images for classification performance. The best
classification rate of the network is 96.44%. Compared with the tree-structure PCA net
proposed by Tsung-Han Chan, ours performed better in classification and this indicated
that the abstract features combined by the low level features can represent the image
better. In the future, we can have more combinations to the prior outputs which are the
inputs of this stage and build a deeper neural network to extract higher abstract features
to represent images. We can also take layer by layer training for the filters.
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