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Abstract. Convolutional neural network (CNN) is a typical architecture of deep neural
networks. However, for most gradient descent algorithm of CNN, the convergence speed
is very slow and is easy to fall into local minimum point. In this paper, a new efficient
algorithm called the rapid conjugate gradient (RCG) algorithm was proposed to update
the weights of CNN and to improve the performance of CNN. Two test experiments were
used to validate the RCG algorithm, and the comparison results show that the RCG al-
gorithm has a better convergence speed and performance than the PRP, FR, DY and GD
algorithms.
Keywords: Deep neural network, Convolutional neural networks, Rapid conjugate gra-
dient algorithm, Weight update

1. Introduction. Convolutional neural network proposed by Hinton et al. [1] in 2006 is
widely used in image processing, speech processing and pattern recognition, etc. Various
methods have been proposed to improve the performance of CNN. Eigen et al. [2] dis-
cuss three variables’ influences on the network: the numbers of layers, feature maps and
parameters. The experiment result shows the number of layers and parameters affects
more than the number of feature maps. Adding the layers and parameters makes the
network perform better. Farabet et al. [3] use hardware architecture to implement large-
scale convolutional neural networks and state-of-the-art multi-layered vision systems. It
makes a comparison between software, FPGA and ASIC implementation. The result
shows a speedup in hardware implementations. Mathieu et al. [4] compute convolutions
as point-wise products in the Fourier domain while reusing the same transformed fea-
ture map many times. The algorithm accelerates training and inference by a significant
factor and can yield improvements of over an order of magnitude compared to existing
state-of-the-art implementations.

In most researches, the gradient descent algorithm is used to update the weights and
bias. However, its convergence speed is very slow, and it is easy to fall into local minimum
point. Many researches are done to solve the problem. Some of them advise to use a
variable learning rate or add a momentum to the weight update formula. It improves the
convergence speed largely, but it still performs worse than other algorithms, such as the
conjugate gradient algorithm. The conjugate gradient algorithm can get twice speed than
the classic gradient descent algorithm. The most important step of the conjugate gradient
algorithm is the update of search direction. There are many algorithms to compute the
search direction, such as the PRP, FR and DY. However, their computations are a little
complicated.

This paper proposes a rapid conjugate gradient algorithm to simplify the calculation and
speed up the convergence process. Convolutional neural network is chosen as the learning
model for image classification. The study object is the MNIST database. Several kinds
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of weight updating algorithm, including the BP algorithm and several conjugate gradient
algorithms (PRP, FR and DY), are compared with our RCG algorithm. By comparing
the results of experiments, it shows that our algorithm has a better convergence speed in
training process.

The remainder of this paper is organized as follows: the architecture and training
steps of the convolutional neural networks are presented in Section 2; the theory of the
rapid conjugate gradient algorithm will be presented in Section 3; Section 4 shows the
performance of the proposed techniques in classification and makes a comparison. Section
5 concludes this paper.

2. Convolutional Neural Networks. Convolutional neural networks combine three
architectural ideas to ensure a good result: local receptive fields, shared weights and
spatial sub-sampling. With local receptive fields, neurons can extract elementary visual
features such as oriented edges, end-points, and corners. These features are then combined
by the subsequent layers in order to detect high order features. The weight sharing
technique has an obvious effect on reducing the number of parameters, thereby reducing
the capacity of the machine and reducing the gap between testing error and training error.
The sub-sampling technique reduces the resolution of the feature map and the sensitivity
of the output to shifts and distortions.

Convolutional neural network is composed of three layers: a filter bank layer, a non-
linearity layer, and a feature pooling layer [5]. A typical convolutional neural network’s
architecture is showed in Figure 1. The network has two convolution layers, two sub-
sampling layers, two full connection layers and a Gaussian connection layer. The first
convolution layer has 6 feature maps with 5 × 5 convolution filters. The C1 layer size is
(32 − 5 + 1) × (32 − 5 + 1). Next layer S2 is the subsampling layer, and it has the same
number feature maps as C1. We apply a 2 × 2 mean pooling or max pooling to reducing
the parameters. C3 and S4 consist of 16 feature maps, and all the features of S4 are full
connected to the C5. The C5 with 120 neurons is also full connected to the F6 with 84
neurons. The output layer consists of the same number of units as the number of classes,
and each unit is connected to the F6.

Figure 1. The architecture of CNN [5]

To train a CNN, we should follow these steps, as shown in Figure 2. At first, we
should set the network’s architecture, including the number of convolution layers, the
size of filters and the number of feature maps. We should set parameters’ starting value
before computation. In forward feedback, we put a batch of data into the network and
calculate the output of each layer one by one. The output of this layer is the input of
next layer. In back propagation, we put the output of the network into the last layer and
calculate each layer reversely. We compare each layer’s output in forward feedback and
back propagation, and calculate the deviation. Then we can update the weight according
to these deviations.
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Figure 2. The training steps of CNN

3. The Proposed Rapid Conjugate Gradient Algorithm. The most common weig-
ht update algorithm is the gradient descent algorithm [7], but it is not a fast method in
theory. Experts proposed many methods to improve it, such as the variable learning
rate learning algorithm [8], the Newton method, the Hessian-free method, the LBFGS,
the Levenberg-Marquardt method and the conjugate gradient method [9]. We choose the
conjugate gradient algorithm as the research target and make an improvement.

The RCG algorithm is aimed to solve the nonlinear optimization. It can achieve a fast
speed by adjusting the weights and bias along the conjugate gradient direction just as
the scaled conjugate gradient does. And remember the first step iterative of the RCG
algorithm must start from the steepest descent gradient direction. Then the update of
weight or bias is based on the following rule:

d0 = −g0 (1)

xk+1 = xk + akdk (2)

dk = −gk + bkdk−1 (3)

g0 is the first gradient direction; dk is the search direction. xk is the current weight or
bias, and xk+1 is the updated weight or bias. ak is the step size. gk is the current gradient
direction, and bk is the coefficient of dk−1. The weight update process is showed in Figure
3. After back propagation, we calculate the weight gradient gk. The first search direction
must start from the steepest descent gradient direction. Beyond that, the search direction
is updated according to Formula (3). bk is updated according to current gradient and last
search direction. Then we can update the weight according to Formula (2).
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Figure 3. Weight update process

Table 1. Several kinds of bk

Name Structure

PRP bk =
gT

k (gk−gk−1)

gT
k−1gk−1

FR bk =
gT

k gk

gT
k−1gk−1

DY bk =
gT

k gk

dT
k−1(gk−gk−1)

RCG bk =
gT

k gk

dT
k−1dk−1

Different conjugate gradient algorithms correspond to different choices of the bk. How-
ever, all are selected so that when applied to minimizing a strongly quadratic convex
function, the two contiguous search directions are conjugate. Different structures of bk

have different effects on the final results. Several classic structures of bk are as shown in
Table 1.
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4. Experimental Results and Comparison. We perform our experiments on a simple
nonlinear function and the MNIST database to evaluate the developed rapid conjugate
gradient algorithm. The MNIST dataset consists of 28 × 28 digit images: 60000 for
training and 10000 for testing. The objective is to classify the digit images into their
correct digit class.

4.1. Case 1: nonlinear function. We validate our algorithm in a nonlinear quadratic
function. The target function is as follows

f = 0.8x2
1 + 0.5x2

2 (4)

To make the function have the minimum value in restricted conditions, which we can
guess is 0, the problem is equal to calculating following equation

min f(x) = f(x∗) (5)

where x is [x1, x2], and x∗ is the optimal solution under the expected accuracy.
Let us set the start value x0 = [−9.8,−4], calculate the function in four algorithms and

repeat 10 times, respectively. The process and results are as Figure 4 and Table 2. From
the figure and table, we can see that the RCG algorithm reaches the target value more
rapidly than other three algorithms. The RCG algorithm performs well in solving simple
nonlinear optimization, while how about solving complicated problems in practice? We
will discuss next.

Figure 4. The progress of four algorithms in case 1

Table 2. The results of four algorithms

Name Results
PRP 0.0018
FR 2.3597e-04
DY 9.0000e-04

RCG 2.8187e-05
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Figure 5. The progress of four algorithms in case 2

Figure 6. The progress of two algorithms

4.2. Case 2: results on MNIST. When applied in convolutional neural networks,
the RCG algorithm also has an obvious advantage to other algorithms. We use the
MNIST handwritten digit base as the test object to verify our theory. In this test, we
choose a 6c-2s-12c-2s classic convolutional neural network structure. The step size ak in
xk+1 = xk + akdk is the learning rate, which has an invariant value of 1.15. We devide
the whole training data into batches, each batch has 100 data, and then we have 600
batches to train. The training process is as Figure 5, and the RCG algorithm shows a
more smooth and rapid convergence than other three algorithms.

The conjugate gradient algorithm is a second-order method. We compare it with some
linear algorithms such as the gradient descent (GD) algorithm, as Figure 6. In Figure 6,
the rapid conjugate gradient algorithm has a more obvious descent than gradient algorithm
at the beginning. The X axis is the training batch number, and the Y axis is the loss
function value. The RCG reaches a relative low value after a few training batches, rapidly.
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Then the convergence slows down for a while until it drops again with a rapid speed.
However, the GD algorithm drops gradually with a middle speed.

5. Conclusions. In this paper, we propose a new rapid conjugate gradient method to
update the weights of CNN for image classification. Compared with the gradient descent
algorithm and other conjugate gradient methods, our algorithm is easier to achieve the
twice convergence speed. It shows great potential in solving more complicated problems.
However, it cannot deal with the unlabeled data because the convolutional neural network
is a supervised learning algorithm. It is essential to find an unsupervised algorithm to
solve some actual problems. Deep belief network (DBN) is a well-known neural network
of unsupervised learning, which is presented by Hinton. Our future work is to apply the
RCG algorithm to the DBN and solve some more complicated problems.
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