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Abstract. Online product reviews have become an important resource for making pur-
chase decisions. Driven by financial incentives, some online product reviewers deliber-
ately post fake reviews to promote their products or defame their competitors’ products.
Lacking gold-standard labeled datasets for model training or testing, traditional super-
vised learning algorithms often fail to detect such deceptive reviewers. In this paper, we
propose a pseudo-supervised learning approach to identifying review spammers based on
improved review graph computing. Our method is completely unsupervised which does
not require any manual labeling of data. Experimental study shows that our method out-
performs previous ranking-based method in both precision and recall.
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1. Introduction. Nowadays people are getting used to buying products or services under
the guidance of online product reviews. For the sake of profits, there exist a large number
of review spammers who deliberately post fake reviews to promote or demote products.
Review spammers are becoming a real threat to online rating systems. To address this
problem, researchers proposed different kinds of approaches to detect spam reviews or
review spammers [1, 2, 4, 5]. Unlike Email spam or Web page spam, review spam detection
is even more difficult due to the lack of gold-standard labeled datasets for model building
or evaluation. Jindal and Liu [1] exploited machine learning approaches to detect fake
reviews or reviewers. They used duplicate or near duplicate reviews as spam reviews,
and extracted spamming behavior features to train classifiers. In [2], a gold-standard
dataset was created by hiring Amazon Mechanical Turks to write deceptive reviews for
chosen hotels, while the truthful reviews were mined from real online hotels. With this
dataset, detect deceptive review tasks are issued by human judges, genre identification,
psycholinguistic method and text categorization, respectively. Shojaee et al. [3] exploited
lexical and syntactic features extracted from review content to train classifiers so that
deceptive reviews can be detected. Such methods are very limited in that 1) the precision
is relatively low due to the quality of labeled datasets, and 2) it is laborious and error-
prone in labeling spam reviews and/or review spammers. Therefore, it is well established
that traditional supervised learning is inferior to unsupervised approaches in review spam
detection area.

Ranking approaches are widely adopted in review spammer detection. Lim et al. [4]
proposed scoring methods to measure the degree of spamicity of a reviewer based on the
reviewer’s rating behaviors. Wang et al. [6] first proposed a heterogeneous review graph
model to reveal the intricate relationships among reviews, reviewers and online stores,
which can detect subtle fake store reviewers. Wang et al. [7] proposed a similar product
review graph structure which deals with the store-less shopping environment. Since the
number of products is significantly larger than the number of stores, [7] proposed algorithm
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ICE, which can shorten the convergence time by eliminating a small portion of trustable
reviewers and their reviews during each iteration. More features of spamming activities
extracted from reviews, reviewers and products are incorporated into the computation of
node reputation, which can significantly improve the detection precision.

However, the method in [7] suffers the following problems. 1) As the method is based
on ranking, the detection precision decreases as the number of top reviewers increases. 2)
The method in [7] computes the reviewer trustiness and review honesty simultaneously.
According to our observation, there exist a large number of reviews whose honesty scores
are very low, while the authors of these reviews are not in the front of the suspicious
reviewer list. Meanwhile, there are also some top suspicious reviewers who almost have
no reviews in the top suspicious review list. This phenomenon indicates that the detection
precision needs to be further improved and there are also many more suspicious reviewers
that need to be further recalled.

In this paper, we propose a heuristic pseudo-supervised learning approach to detecting
deceptive suspicious review spammers by coupling the ranking approach and supervised
learning approaches. We give a refined product review graph model which can dramat-
ically improve the precision in ranking review spammers. First, we use RICE (refined
ICE ) to find top N review spammers as spam reviewers, and then deliberately choose N ′

genuine reviewers as non-spam reviewers, so that traditional supervised learning methods
can be applied to classifying other suspicious reviewers. Human evaluations show that
our method not only can improve the detection precision, but also can improve the recall
in comparison to the method in [7].

2. Refined Product Review Graph Model.

2.1. Product review graph. To further improve the detection precision of the ranking
method in [7], we give a refined data model of product review graph. Our refined product
review graph model also comprises three kinds of nodes: the reviewer node, the review
node, and the product node. Each review node is connected to a reviewer node and a
product node if and only if the reviewer posts at least one review toward the product.
The product review graph reveals the intricate relationship among reviewers, reviews,
and products. Like [7], each node in the graph is assigned to a reputation score of being
spamming. That is, the honesty of a review v, denoted by H(v), is a score representing
how honest the review is; the trustiness of reviewer r, denoted by T (r), is a score of how
much we can trust the reviewer; the reliability of product p, denoted by R(p), is a score
indicating the quality of the product. Each kind of nodes is attached to a set of features
indicating the spamicity of the node, denoted as f1, f2, . . . , fn. Each node’s reputation
score is affected by other kinds of nodes related to that node. With these assumptions,
the reputation scores of nodes in the graph are iteratively updated until all the reputation
scores become stationary.

Unlike [7], which limits all reputation scores and feature values to [−1, 1], we limit
all these values to [0, 1] to avoid the counteraction of scores from different nodes. The
smaller the reputation score or the feature values of a node, the more spamming the node
becomes. In accordance with these variations, we also modify the scoring functions for
each kind of nodes, and use different methods to compute the feature values of each kind
of nodes.

2.2. Node features. For review-related features, we used review content similarity (RC-
S), and rating deviation (RD). For product-related features, we used average rating (AR),
and total number of reviews (TNR). These features are the same as those used in [7]. For
reviewer-related features, we used reviewer’s review content similarity (RRCS), rating
score variance (RSV), early review (ER), multiple rated products (MRP), reviewer active
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duration (RAD), and review date entropy (RDE). The RRCS, RAD and RDE are calcu-
lated in the same way as in [7], while we supplemented three new features: ER, RSV and
MRP, which are defined below. The ARS (average rating score) and RFR (ratio of first
reviews) features used in [7] are removed according to our feature analysis result.

1. Early review (ER)
Spammers intend to post reviews early to influence the upcoming reviewers. Given
a reviewer r, we define this feature as:

ER(r) = maxp∈Pr ERP (r, p) (1)

ERP (r, p) =

{
(L(r, p) − A(p))/β, L(r, p) − A(p) ≤ β

1, L(r, p) − A(p) > β
(2)

where Pr is the product set reviewed by reviewer r, L(r, p) is the latest date when r
reviews product p, A(p) is the date of the first review of p, and β is a time threshold
which was set to 180 days in our experiments.

2. Rating score variance (RSV)
Spammers intend to rate the similar scores. Let S2

r denote the rating variance of
reviewer r, and we use logistic function to restrict RSV to [0, 1):

RSV (r) =
2

1 + e−S2
r
− 1 (3)

3. Multiple rated products (MRP): Spammers often post many reviews for the same
product to promote or demote that product [4]. Let V p

r denote the review set re-
viewed by reviewer r toward product p, and we define:

MRP (r) = 1 − |{p|p ∈ Pr, |V p
r | ≥ 2}|

|Pr|
(4)

2.3. Scoring functions. How to compute the reputation scores of all the nodes in the
review graph is crucial to the final ranking of reviewers. Here we give the formulae to
compute the trustiness of reviewers, the honesty of reviews, and the reliability of products.

2.3.1. Trustiness of reviewers. Intuitively, a reviewer r’s trustiness is determined by the
honesty of all the reviews he posts. In [7], the summation of all the honesty scores of
reviews by reviewer r, denoted as Hr is calculated, i.e., Hr =

∑
v∈Vr

H(v), where H(v) is
the Honesty of review v which will be defined later, and Vr is the review set by reviewer
r. Then the logistic function is exploited to smooth Hr to range (−1, 1):

T ′(r) =
2

1 + e−Hr
− 1 (5)

Unlike [7], since our review honesty scores are within [0, 1], we just use the average
value of all the review honesty scores of reviewer r to represent the trustiness of reviewer
r. That is, we use:

T ′(r) = avgv∈VrH(v) (6)

To further take into account the reviewer’s features, we also supplement a second part
of the scoring function as a penalty item using the feature values of that reviewer:

T (r) = αT ′(r) + (1 − α)
m∑

i=1

kifi (7)

where fi is the i-th feature (value) of reviewer r, ki is the co-efficient of fi,
∑m

i=1 ki = 1,
and α is a weight to control the importance of each part of the equation. ki and α are
empirical parameters specified by user. In our experiments, we use the entropy weight [8]
of feature fi as ki, and set α = 0.8 (the same below).
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2.3.2. Honesty of reviews. A review’s honesty is related to the reviewer who writes it.
Moreover, the honesty of a review can also be inferred by its surrounding reviews. In
[7], the surrounding reviews of review v is divided into the similar review set (Sv) and
dissimilar review set (DSv) in a predefined time window ∆t.

Let Rs be the reviewer set of all the reviewers who write the reviews in Sv, and Rds

be the reviewer set of all the reviewers who write the reviews in DSv, define A(v, ∆t) as
follows:

A(v, ∆t) =
∑

r∈Rs,r ̸=rv

T (r) −
∑

r′∈Rds,r′ ̸=rv

T (r′) (8)

where rv is the author of review v. This reveals that the honesty of the review becomes
larger if the summation of the trustiness scores of the reviewers in Rs gets larger, or if the
summation of the trustiness scores of the reviewers in Rds gets smaller. The final scoring
function of the honesty of review v:

H(v) = αT (rv)R(pv)
1

1 + e−A(v,∆t)
+ (1 − α)

n∑
i=1

kifi (9)

where pv is the product of review v, fi is the i-th feature of review v,
∑n

i=1 ki = 1.
Equation (9) implies that the honesty of a review is dependant on the trustiness of its
author, and the reliability of the product being reviewed.

2.3.3. Reliability of products. The reliability of a product relies on the reviews issued
by trustworthy reviewers rather than those by untrustworthy reviewers. We model the
summation of reliability of product p as:

Rp =
∑

v∈Vp,T (rv)>0.5

T (rv)(Ψv − µ)

where Ψv is the rating score of review v, and µ is the median of the rating scores, which
can be set to 3 in a 5-star rating system. We use logistic function to smooth Rp:

R′(p) =
1

1 + e−Rp
(10)

Equation (10) implies that higher rating scores by trustworthy reviewers lead to more
reliable products. Again, we take into account the features of product p and get the final
scoring function as:

R(p) = αR′(p) + (1 − α)
s∑

i=1

kifi (11)

where ki is the i-th feature of product p, and ki is its coefficient,
∑s

i=1 ki = 1.

2.4. The RICE algorithm. Algorithm ICE in [7], which computes the node reputation
scores, can also be applied to our refined product review graph model. We refer to the
refined algorithm as RICE (refined iterative computation with elimination).

3. Pseudo-Supervised Classification.

3.1. Motivation. As ICE or RICE computes the honesty of reviews and the trustiness
of reviewers simultaneously, one can conjecture that the honesty scores of the reviews
written by the reviewers with lower trustiness scores would also be lower with a high
probability. However, we observed a large number of reviews in the top fake reviews
(reviews with low honesty scores) whose corresponding reviewers are not in the top fake
reviewer list. On the other hand, there are also many top spammers who have no reviews
in the top fake review list. Let FN denote the top N fake reviewer set, FM denote the top
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(a) Relationships among Set A, B,
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(b) Number of reviewers in Set A, B, C w.r.t N

Figure 1. Reviewer set construction

M fake review set, TN ′ denote the top N ′ true reviewer set, and TM ′ denote the top M ′

true review set, we can get four typical reviewer sets:

A = {r|r ∈ FN ; ∃v ∈ Vr, v ∈ FM}
B = {r|r ∈ FN ; ∀v ∈ Vr, v /∈ FM}
C = {r|v ∈ FM , rv /∈ FN}
D = {r|r ∈ TN ′ ; ∃v ∈ Vr, v ∈ TM ′ ; ∀v ∈ Vr, v /∈ FM}

Let F r
M = {r|v ∈ FM , r = rv}, T r

M ′ = {r|v ∈ TM ′ , r = rv}. Figure 1(a) illustrates the
relationships among the four sets. Obviously, we have:

A = FN ∩ F r
M

B = FN − A

C = F r
M − A

D = TN ′ ∩ T r
M ′

where A is a set of reviewers with the highest probability to be spammers, D is a set of
reviewers with the highest probability to be genuine reviewers, B and C are suspicious
fake reviewer sets. We plot the number of reviewers in Set A, B, C with respect to N ,
as shown in Figure 1(b) (M is set to the total number of reviews of reviewers in FN

automatically). We can see that C is very large, which indicates that there are a large
number of reviewers whose reviews are in FM , but they are not in FN . Meanwhile, there
are also many reviewers in FN but none of their reviews are in FM (Set B). This reveals
that reviewers in B and C are abnormal and we should further investigate their spamicity.

To this end, we heuristically establish a dataset by taking Set A as labeled spammers,
and Set D as labeled non-spammers. Using this dataset as training dataset, we can cat-
egorize the reviewers in Set B and C into spammers and non-spammers using machine
learning algorithms such as K-means, SVM, KNN, and Naive Bayes. We call such kind of
machine learning method as pseudo-supervised learning since the labeled data are obtained
automatically rather than by human judges.

3.2. Classifying fake reviewer candidates.

3.2.1. K-Means clustering. Note that K-Means is an unsupervised classification which
does not rely on labeled data. However, it makes no sense if we directly do K-Means over
Set B and C to cluster them into two clusters: the spammers and the non-spammers.
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This is because reviewers in B and C are all suspicious spammers and thus essentially
belong to the same cluster. To categorize Set B and C, we use Set A and D as the
spammer representatives and non-spammer representatives, respectively. Then we do K-
Means clustering on A ∪ B ∪ C ∪ D, so that reviewers in B and C are classified into
spammers and non-spammers based on their similarities to A and D, respectively.

3.2.2. Other classifiers. For other supervised learning-based classifiers, such as SVM,
KNN, and Naive Bayes, we use A ∪ D as training set, and do classification over B ∪ C,
so that members in B ∪ C are predicted as spammers or non-spammers accordingly.

4. Experimental Study.

4.1. Datasets. We use Amazon review dataset crawled in 2006, which was also used in
[1, 4, 9, 10] for review spammer detection. As the whole dataset is extremely large, we
only extracted the book review data from the dataset. Reviewers who have less than
3 reviews were removed because such reviewers do not have enough clues to calculate
their trustiness scores. Such kind of reviews was tackled in [11]. The final book dataset
contains 148,566 reviewers, 1,440,576 reviews, and 478,684 products.

4.2. The effectiveness of RICE . To evaluate the effectiveness of RICE, we compared
RICE with ICE by human evaluation. Our human evaluators are three postgraduate
students who are very familiar with E-commerce environments and product review char-
acteristics. Due to the immense work for human evaluation, we only fetch the top 200
suspicious reviewers detected by RICE and ICE, respectively. The 400 reviewers are ran-
domly shuffled so that the evaluators do not know from which algorithm the reviewer
comes. We regard a reviewer as a spammer if at least 2 evaluators mark the reviewer
as a spammer. Table 1 shows the evaluation result. From the table we can see that the
precision of top N spammers returned by RICE is extremely high, which is 100% when
N = 100 and 99.5% when N = 200, far better than the precisions by ICE, which are
91% and 90.5%, respectively. This indicates that our refined computing model is more
effective than the model in [7], which guarantees that Set A can be used as the positive
instances (spammers) for classifier training.

Table 1. Human evaluation result

N
ICE RICE

Number of spammers Precision Number of spammers Precision
100 91 91% 100 100%
200 181 90.5% 199 99.5%

Table 2. Machine learning results on Set B and C

N Classifier
Set B Set C

spammer non-spammer spammer non-spammer

200

bayes 159 1 104 524
nnet 158 2 46 582

logistic 159 1 90 538
knn 156 4 43 585
ksvm 159 1 72 556

kmeans 160 0 30 598
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4.3. Evaluation of pseudo-supervised classification. In Section 3, we discussed how
to utilize machine learning methods to postprocess the result sets returned by RICE. We
used R packages which implement K-Means (kmeans), SVM (ksvm), Naive Bayes (bayes),
Neural networks (nnet), Logistic regression (logistic), and K-nearest neighbor (knn) to
learn the classifiers. In each machine learning algorithm, we only use the reviewer features
described in Subsection 2.2. Table 2 shows the learning results of all the classifiers doing
pseudo-classification upon Set B and C for N = 200 (for N = 500, the results are similar
thus omitted). We can see that all classifiers classify almost all the reviewers in Set B
as spammers (which also demonstrates the effectiveness of RICE ), while a large number
of reviewers in Set C are classified as spammers, which can be taken as the potential
spammers that need to be further investigated. Of all the 6 classifiers, K-Means intends
to take all reviewers in Set B as spammers, and take less reviewers in Set C as spammers
due to its clustering nature, showing quite different behaviors from other classifiers.

To evaluate the effectiveness of our proposed pseudo-supervised classification approach,
we manually examined the detected suspicious spammers for N = 200. These suspicious
reviewers include 40 reviewers in Set A, 160 reviewers in Set B, and 130 reviewers from Set
C who are identified as spammers by at least 3 classifiers. As we have already evaluated in
Subsection 4.2, reviewers in Set A are all taken as spammers, and in Set B, 159 reviewers
are taken as spammers by our evaluators. From Table 2 we can see that the classifiers are
all very accurate, which also indicates the effectiveness of our refined RICE algorithm.
For Set C, 41 out of 130 reviewers are marked as spammers by evaluators. Although the
precision for Set C is not very high, these spammers are unable to be detected by RICE.

5. Conclusions and Future Work. We propose a refined product review graph model,
and give a completely unsupervised classification methodology for online product review
spammer detection. Our proposed RICE algorithm outperforms ICE significantly in pre-
cision, so that it can generate high quality labeled spammers for classifier training. Our
pseudo-supervised classification improves both the precision and the recall. Experiments
and human evaluations verify the effectiveness of our methodology.
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