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Abstract. The Näıve Bayesian clustering with Expectation Maximization (EM) algo-
rithm is sensitive to the initial value. It has proved to be easy to fall into local opti-
mization. Gibbs sampling can reduce the error of clustering. Both the methods take
advantage of Gaussian density to estimate conditional density. Data structure informa-
tion and sample fitting degree will decline when sample density and Gaussian density
have a larger difference. It leads to the decrease of clustering effect. In this paper, on the
basis of making use of Gaussian kernel function to deal with clustering, a Näıve Bayesian
clustering with Smoothing Parameter Optimization Algorithm (SPOA) is presented. Ex-
periment and analysis are done by using data set in the UCI machine learning repository.
The results show that the Näıve Bayesian clustering based on the optimization of smooth-
ing parameters has higher prediction accuracy.
Keywords: Näıve Bayesian clustering, Gaussian kernel function, Smoothing parameter
optimization algorithm

1. Introduction. Clustering is a type of special classification. In a clustering problem,
we need to divide the data into mutually exclusive categories or clusters, and we have
to avoid every aspect of the work, both the homogeneity between clusters and the het-
erogeneity within the clusters [1]. It is an unsupervised learning method because the
number of categories is uncertain. Its main purpose is to divide the similar data into
corresponding classes according to a rule. Generally, clustering analysis is a process of
repeatedly maximizing the resemblance between intracluster components and the dissim-
ilarity between intercluster components [2]. These similarity-based clustering methods
can calculate similarity using a specific distance function for components with continu-
ous attributes and calculate similarity measures for components with qualitative analysis.
Two main approaches are well known among the similarity-based methods. These are
the hierarchical approach (e.g., Ward’s method, single linkage method) and the partition
approach (e.g., K-means) [3,4]. Näıve Bayesian network clustering is a classical method.
It is based on the Näıve Bayesian network and EM algorithm [5] to determine the value
of the class variable during the clustering process. Small data clusters are merged into
other clusters. Finally, the optimal number of clusters is obtained. However, the EM
algorithm is sensitive to the initial value, so it is easy to fall into local extreme point. The
iteration of the parameters may converge to the boundary of the parameter space, and
then the convergence of the deception is produced. Wang et al. proposed using Gibbs
sampling method to reduce the error of clustering [6,7]. Both the methods used Gaussian
density to estimate conditional density. Data structure information and sample fitting
degree will decline when sample density and Gaussian density have a larger difference. [8]
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proposed a clustering method using Gaussian kernel density, which can obviously improve
the accuracy of clustering. However, the method is only related to the number of the cur-
rent samples, and cannot be used to effectively utilize the information of the samples. In
this paper, we propose a Näıve Bayesian clustering with SPOA on the basis of Gaussian
kernel.

This paper presented a Näıve Bayesian clustering method based on the optimization
of smoothing parameters. Firstly, we analyzed the algorithm SPOA; secondly, we intro-
duced the clustering process on the basis of SPOA; finally, we finished the simulation and
experiment to validate the method and show its advantage.

2. Problem Statement and Preliminaries.

2.1. SPOA. Smoothing parameter can adjust and control the fitting degree between at-
tributes of density and actual data. If the value of smoothing parameter is zero, kernel
function can reflect the distribution of the data better, but overfitting can appear when
there is noise in data. If the value of smoothing parameter is big, under fitting can appear
because the fitting degree of the probability density and the actual density will be worse.
The different selection of smoothing parameter lead to that the error is different between
probability density and the actual density. We need to choose a suitable standard to
determine the error. So we take account of both Gaussian kernel functions and Mean
Integrated Square Error (MISE) [9,10]; the former is used to estimate the samples dis-
tribution, and the latter is used to estimate the relationship between probability density
and the actual density. MISE is a function of smoothing parameters h and the number
of samples.

The SPOA algorithm is shown as follows. For a given data set D = (X1, X2, . . . , Xn),
we can optimize the smoothing parameter for each attribute by (1), so we can get the
best marginal density estimation of attributes. We can compute the posteriori probability
finally.

hbest =
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16n
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{[
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}
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2

4h2

)1/3

(1)

where n is the number of the samples attributes, N is the number of samples, and h is
the smoothing parameter.

2.2. Clustering process on the basis of SPOA. Generally, Näıve Bayesian network
clustering algorithm makes use of Gibbs sampling method to estimate the joint probability
density of the samples, then uses Näıve Bayesian network to determine the category. The
conditional probability density is represented by a Gaussian kernel density. The clustering
process is described as shown in Figure 1.

The algorithm was originally described as follows.
We use standard Gibbs sampling method to sampling to the full conditional distribu-

tion, the complexity of the sampling increases with the increase of the number of samples
attributes at exponential rates, under the Näıve Bayes star-shaped structure, it can effec-
tively reduce the complexity of the sampling through decomposition and calculation for
the joint probability, and the decomposition formula is described as shown in (2):

f(c|x1, . . . , xn, S) =
f (c, x1, . . . , xn|S)

f (x1, . . . , xn|S)

= αf(c|S)f (x1, . . . , xn|c, S)

= αf(c|S)
n∏

i=1

f (xi|c, S)

(2)
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where α has nothing to do with the class variables, f(c|S) is class marginal density, and
f(xi|S) is attribute conditional density.

Figure 1. The clustering process

Clustering using Gibbs sampling is a process which updates the category of each sample
in order, which proceeds according to the following steps.

1) Initialize the value of all categories C in dataset randomly.
2) Update the data of the first unknown category. Suppose c1 is the value of category,

xi is the value of the attributes, c′1 is the value after updating, possible values for the c
is c1, c2, . . . , cr, D is the dataset before iteration, D′ is the dataset after updating. The
conditional density can be estimated by Gaussian kernel function, which can be described
as Equation (3).

p(xi1|c1, D) =
1

N(c1)

∑
v ̸=1

sign(cv)g (xi1, µi(cv), σi(cv)|D) (3)

where N(c1) is the sample size when c = c1 in the dataset, sign(cv) =

{
1, c1 = cv

0, c1 ̸= cv
,
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e
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2σ2
i
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By calculating each attribute, we can get (4) by (2).

f(c1|x11, . . . , x1n, S) = p(c1|D, S)
n∏

i=1

p(x1i|c1, D, S) (4)
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Calculate the posterior probability when c1 has different values f
(
c j
1 |x11, . . . , x1n, S

)
,

j = 1, . . . , rc, and then carry out normalization processing for (2), which can be described
as Equation (5).
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where h = 1, 2, . . . , rc.
For random number c1, correct values for the first sample category can be obtained by

(6).

c′1 =
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Conformance testing method is as follows.
Suppose that the class variable between adjacent two iterations are ck

1, ck
2, . . ., ck

N and
ck+1
1 , ck+1

2 , . . ., ck+1
N respectively, for a given threshold δ0 > 0, if Formula (7) is workable

then the result of two kinds of clustering methods is consistent, else the result of two
kinds of clustering methods is inconsistent.
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For a Näıve Bayesian clustering based on Gaussian kernel density, the size of the smooth-
ing parameters σi(cv) determines the estimation and computation of joint probability, so
it has a great influence on the clustering results. In general Näıve Bayesian clustering,
the same smoothing parameter (σi(cv) = 1/

√
N(cm)) is selected, so some extended ap-

proaches can achieve better clustering results. The smoothing parameter has a relation
to the number of the current samples in the approach. Yet it cannot reflect the samples
information comprehensively.

In order to make use of the sample information better, we proposed the approach which
selects the smoothing parameter of kernel function for each attribute based on SPOA, and
we can improve the effects of clustering on the basis of the estimation of the density of
the sample.

3. Experiment and Analysis. The 10 datasets for classification can be found in the
UCI repository of machine learning databases [11], we remain five percent of the class
labels, and cluster the rest of the category samples with generally Näıve Bayesian and
optimize the parameters of Näıve Bayesian clustering. The forecast accuracy can be got
by comparing the prediction results with the actual category of samples. Table 1 shows
the accuracy of the magnitude of the situation, and the latter is better than the former.

From Table 1, we can see that Näıve Bayesian clustering with optimization parameters
has higher correct rate compared with the general Näıve Bayesian clustering. Because the
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Table 1. Experiment results

Data set
The size
of data

set

The
number of
instances

Accuracy
on NB

clustering (%)

Accuracy on NB
clustering based

on theoptimization
of smoothing

parameters (%)
heart-disease 270 14 78.38 81.62

hepatitis 155 8 85.73 86.38
Soybean 307 16 97.30 98.16

tic tac toe 958 48 57.72 60.22
Voting-records 435 22 87.96 89.10
New thyroid 215 11 94.56 95.60

Iris 150 8 92.93 93.22
Wdbc 569 28 91.39 92.36
Wine 178 9 94.07 96.44
Glass 214 10 51.35 52.65

general Näıve Bayesian network clustering method uses the number of the current sample
as a smoothing parameter, which can only reflect partial information of the samples. The
Näıve Bayesian clustering method is used to select the smoothing parameters for each
attribute with the SPOA algorithm, which can describe each attribute better, so it has
better clustering effect.

4. Conclusions. In this paper, we have investigated a Näıve Bayesian clustering method
based on the optimization of smoothing parameters. On the basis of using Gaussian
Kernel function, a Näıve Bayesian clustering method with SPOA has been proposed. The
optimization of smoothing parameter can promote the performance of the clustering. The
optimization problem is based on the idea of looking for the smallest MISE value. The
comparison with NB clustering has been carried out and the clustering effect has been
investigated. It shows that the proposed approach has a strong clustering accuracy. It is
useful for a more detailed exploration of the clustering method in terms of the Gaussian
kernel. This is a topic for our future research.
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