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Abstract. With the rapid development of society, page sorting has a great meaning to
search engines and users. PageRank algorithm is based on link information to sort all
the pages, not taking the content of the pages into consideration. For this reason, web
spam pages having the higher-than-deserved rankings by link spam cannot be detected.
According to the analysis of the deficiencies mentioned above, an improved algorithm
called Sim-PageRank is proposed. Sim-PageRank algorithm not only uses PageRank
to sort the pages, but also calculates the content similarity between the pages and the
spam pages, so it is better to meet authority requirements of web spam detection. In the
comparison experiment with PageRank, the recall calculated by the new algorithm is 31%,
which is 6.68% higher than that of traditional way only based on PageRank algorithm.
Keywords: Web spam, PageRank algorithm, Similarity analysis

1. Introduction. With the advent of the Internet era, there will be thousands of new
pages all over the world every day. Based on the fact that most users will be only interested
in the top ranked results search engines return, many spammers attempt to mischievously
influence the page ranking produced by search engines. At the beginning, spammers
focused on enriching the content of spam pages with specific words that would match
query terms. With the rise of link-based ranking techniques, such as PageRank, spammers
started to construct spam farms, collections of interlinked spam pages. This latter form
of spamming is referred to link spamming as opposed to the former term spamming [1].
Since the PageRank algorithm does not incorporate any knowledge about the content of
a site, it is not very uncommon that some spam page receives high PageRank score by
link spam. To overcome this limitation, this paper proposes an improved algorithm –
Sim-PageRank algorithm. Compared with PageRank, the innovation of Sim-PageRank
lies in taking both the link relation and content similarity between pages into account.
Especially, content similarity between pages and spam pages is calculated. Through
analyzing content similarity, the spam pages having a better rankings by link spam can
still be detected because of the higher content similarity. The focus of this paper is to
combine the link relation with content similarity to judge whether some page is a spam
page or not. On the one hand, the PageRank is used to detect the link relation; on the
other hand, the content similarity is viewed as the judgement standard. Experiments
prove that Sim-PageRank algorithm is more convincing and accurate than traditional
PageRank algorithm.

The remainder of our paper is structured as follows. In Section 2, the related work of
web spam detection methods based on PageRank algorithm is introduced. In Section 3,

269



270 M. YU, Y. MENG, J. YU, X. ZHANG, X. WU AND Y. TIAN

the Sim-PageRank algorithm combining the content similarity with PageRank algorithm
is described in detail. Section 4 proves the validity of Sim-PageRank algorithm through
the experiment. Section 5 summarizes the algorithm proposed in this paper and discusses
its future prospect.

2. Related Work. As PageRank is a popular web page ranking algorithm, lots of people
are committed to the improvement of the PageRank algorithm and have made quite
a few achievements. [2] first introduced the notion of PageRank. [3] used PageRank
algorithm to rank web pages and brought order to the web. [4] proposed topic-sensitive
PageRank by computing a set of PageRank vectors to capture more accurately the notion
of importance with respect to a particular topic. [5] put forward a new method to quickly
compute personalized PageRank algorithm by exploiting graph structures. [6] broke a
decade-old performance barrier by proposing an edge-weighted personalized PageRank.
On the premise of Web situation changing at any time, in order to update PageRank
values quickly, [7] put forward the dynamic figure PageRank calculation.

Although the existing improved PageRank methods have achieved certain effects, they
only use the link structure of the Web to capture the relative “importance” of Web pages,
entirely independent of the content of pages. In order to deal with the defect, the content
similarity between pages can be taken into consideration [8,9]. Inspired by the thoughts
mentioned above, Sim-Pagerank algorithm, which takes the content similarity and link
relations between pages into account, is proposed to detect Chinese web spam [10].

3. Sim-PageRank Algorithm.

3.1. Problem description. PageRank algorithm uses link information to assign global
importance scores to all pages on the web. Usually, if page A links to page B, the link will
be viewed as the forward link of page A, and the back link of page B. The forward link
from page A to page B represents page A gives a vote to page B [11]. Correspondingly,
PageRank is based on a mutual reinforcement between pages: the importance of a certain
page influences and is being influenced by the importance of some other pages. The
PageRank score PR(A) of page A is shown in Equation (1) [12].

PR(A) =
1 − d

H
+ d

∑
E∈T (A)

PR(E)

L(E)
(1)

In Equation (1), PR(A) is the PageRank value of page A. H represents the number of
all pages. d is the damping coefficient which is a constant between 0 and 1, usually 0.85.
T (A) is a collection of pages linking to page A. E represents a page that links to page A.
PR(E) is the PageRank value of page E. L(E) represents the number of pages that page
E points to. Hence, the PR value of some page A is composed of two parts: one part of
the score comes from pages that point to A, and the other (static) part of the value is
equal for all web pages.

As PageRank algorithm is only based on link structures between pages to evaluate and
rank the importance of a page ignoring the content of pages, it is not surprising that
spam pages receive high PageRank scores by link spam to perniciously influence the page
rankings. Consequently, this paper adds content similarity between pages and spam pages
to PageRank algorithm so as to detect spam pages more effectively.

3.2. Description of Sim-PageRank algorithm. We set the total number of the web
pages is n that can form an original dataset N , mark x spam pages and store them into
the collection X. Then, randomly pick m spam pages from the collection X as the seed
collection M .

Step 1: Calculate the maximum similarity value of each page with all the spam pages in
the seed set M to generate a similarity set S. Each web page from the original dataset N
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Figure 1. Similarity values

needs to respectively do similarity calculation with the spam pages of the seed M . After
making similarity calculation, each page in the original dataset N will get m similarity
values, but only the max one will be regarded as the corresponding similarity value.
Therefore, there will be n similarity values and the n similarity values will form a similarity
set S. Meanwhile, the threshold will be set [13]. The process of the maximum similarity
selection is shown in Figure 1, and its formula is shown in Equation (2).

S = {s(i)|s(i) = max {sim(i, j)}} (i ∈ N, j ∈ M) (2)

In Equation (2), sim(i, j) is defined as the similarity value between page i and page j.
Table 1 discussed the details of the maximum similarity calculation.

Table 1. The calculation of maximum similarity value

Algorithm 1: The maximum similarity calculation
Input:

n – the number of pages in the original dataset
m – the number of spam pages in the seed set
max – the maximum similarity value between some page and spam pages
content vector – the matrix containing the feature vectors of pages in the

original dataset
spamnode train – the matrix containing the feature vectors of spam pages in the

seed set
Output:

sim – content similarity matrix of dimension n × 1
Begin

For i in 1 to n, do
a = content vector(i, :)
max = 0 //set max to 0 to find the maximum similarity value
//calculate the maximum similarity value between page i and spam pages
For j in 1 to m, do

b = spamnode train(j, :)
c = sim(a,b) = dot(a,b)/ (norm(a) ∗ norm(b))
If max ≤ c, then

do max = c
End If

End For
//store the maximum similarity value of page i
sim(i, 1) = max
End For

End
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Step 2: The PageRank algorithm is used to sort all the web pages in descending order,
so as to get a sorted collection U . Moreover, the higher the page ranks, the more important
the page will be [14]. If we suppose the page number is proportional to the importance,
the sorted collection U can be represented shown in Equation (3).

U = {PR(i)|PR(n) > PR(n − 1) > . . . > PR(i) > . . . PR(1)} (i ∈ N) (3)

In Equation (3), PR(i) is defined as the PageRank value of page i.
Step 3: In the sorted collection U , query the similarity values of pages in the reverse

order. That is to say that once the PR(i) is given, the corresponding similarity value
s(i) could be matched because of unique page number. Firstly, PR(i) which represents
the PageRank value of page i is selected. Then, find the index of page i in the original
dataset N . As the index in S is the same as that in N , the corresponding similarity value
of page i in similarity set S can be found.

Step 4: Compare the similarity value with similarity threshold. If the similarity value of
some page is greater than the similarity threshold, this page will be thought as the spam
page and be stored into the detected spam set P [15]. Its formula is shown in Equation
(4).

P = {p(i)|s(i) < α} (i ∈ N, s(i) ∈ S) (4)

In Equation (4), s(i) represents the similarity value of page i, and α represents the
similarity threshold. p(i) indicates that page i belongs to the detected spam set P .

Step 5: Repeat Step 4 and Step 5 until all the pages have been detected.
Step 6: If all the pages have been detected, the algorithm ends.
Table 2 discussed the details of Sim-PageRank algorithm.

Table 2. The steps of Sim-PageRank algorithm

Algorithm 2: Calculation steps of Sim-PageRank algorithm
Input:

n – the number of pages in the original dataset
PageRank – the matrix containing the PR values of all pages
content vector – the matrix storing the content features of all pages
sim – the matrix including similarity values of pages
α – similarity threshold
t – the index // set t to 1

Output:
SpamPage – the matrix storing detected spam pages

Begin
For i in n to 1, do

a = PageRank(i, 1)
b = find(content vector(:, 1) == a)
If sim(b, 1) ≥ α, then

do SpamPage(t, 1) = a
t = t + 1

End If
End For

End

The overall process of Sim-PageRank is described in Figure 2.
In Figure 2, this paper supposes that each page is composed of z feature vectors, and

then the original dataset can be represented as a matrix Ndata set of n rows and (z + 1)
columns. In this matrix, the first column represents the page number, and the rows
represent the pages. The seed set M contains m spam pages, where a matrix Mseed set of
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Figure 2. The overall process of Sim-PageRank algorithm

m rows and (z+1) columns can be generated. The sorted collection U can be represented
as a matrix UPageRank of n rows and 2 columns. In this matrix, the first column represents
the page number, and the second column represents the PageRank values. The similarity
set can be represented as a matrix Ssimilarity set of n rows and 1 column. In this matrix,
the column represents the similarity value. Meanwhile, once the spam pages have been
detected, a spam matrix Pspam set will be generated. PN represents the page number, F
represents the features of pages, PV represents the PageRank values, SV represents the
similarity values, and SP represents the spam pages. In addition, page 5 which is a spam
page is taken as an example to display the process of Sim-PageRank. From this figure,
we can see that after all the pages are sorted in descending order by use of PageRank
algorithm, page 5 having a large PR value obtains a high ranking in the sorted UPageRank,
but it is still detected and stored into the Pspam set because of a large content similarity
with spam pages. Through the above analysis, Sim-PageRank algorithm will be better
than traditional PageRank algorithm.

4. Experimental Results.

4.1. Dataset. In order to detect the spam pages, WEBSPAM-UK-2007 data set (http://
chato.cl/webspam/datasets/uk2007/) has been used. We select 114529 web pages, among
which, 344 are tagged spam pages. Besides, we select 50 spam pages from the tagged spam
pages as the seed.

4.2. Experiment testing and evaluation. In this paper, the similarity threshold α
will be set to 0.91, 0.93, 0.95, 0.97. The experimental results will be compared with those
of PageRank. This paper takes the recall to evaluate the experiment results. Its formula
is as follows in Equation (5) [16].

R =
C1

C
(5)

In Equation (5), R represents the recall, C1 represents the total number correctly
detected, and C represents the total number of the test set.

In Figure 3(a) and Figure 3(b), the horizontal axis represents different thresholds, the
main vertical axis indicates the number of detected spam pages, and the vice one indicates
recall. In Figure 3(a), the number and the recall do not change with the threshold. While
in Figure 3(b), the higher the threshold is, the larger both the number of detected spam
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Figure 3. Results of PageRank and Sim-PageRank

Figure 4. Comparison between Sim-PageRank and PageRank

pages and the recall are. Moreover, the values will be maximum when the threshold is
set to 0.99.

In Figure 4(a), the horizontal axis represents different thresholds, and the vertical axis
indicates the number of detected spam pages. As can be seen from the graph, the Sim-
PageRank is better than the PageRank algorithm in the number of detected spam pages.
The maximum difference between the two is 22 when the threshold is set to 0.99. In Figure
4(b), the horizontal axis represents different thresholds, and the vertical axis indicates the
recall. As we can see from this graph, the performance of the Sim-PageRank is superior
to that of the PageRank algorithm in the recall. The minimum difference in recall takes
3.34% when the threshold reaches 0.91, and the maximum difference in recall takes 6.68%
when the threshold reaches 0.99.

In conclusion, it could be seen from the above experiment and comparison that the Sim-
PageRank algorithm outperforms PageRank algorithm in both the number of detected
spam pages and recall. What is more, the effect of spam detection obtained through the
improved algorithm is more obvious.

5. Conclusion and Future Work. As the rapid development of society, recent years
have witnessed a growing interest in the scalability issue of spam detection. In this paper,
Sim-PageRank algorithm is proposed, which combines content similarity with PageRank
algorithm to avoid the spam pages having a higher ranking. The overall performance
shows that the modified algorithm outperforms the PageRank. Besides, the larger the
threshold is, the better the detection effect will be. It is our hope that our work will help
users enjoy a better search experience on the web.
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Victory does not require perfection; in the future, machine learning, such as SVM,
can be joined to the Sim-PageRank to further detect spam pages [17]. In addition, the
modified algorithm can be applied to the life. When people surf the Internet, search
engines not only return the web sites, but also return the similarity scores between the
page and the spam pages, decreasing the probability of visiting the spam pages.
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