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Abstract. In order to alleviate the sparsity problem of the collaborative filtering (CF)
and improve the accuracy of the recommender system, a restaurant recommender system
(RRS) based on the improved CF is proposed by analyzing the tags information in dian-
ping.com. Firstly, the mean centering is employed to preprocess the rating in order to
reduce the error caused by different personal habits. Secondly, according to the feature of
the restaurant and the user rating, an improved null filling method is proposed to alleviate
the sparsity of the user-restaurant matrix. And then, when calculating the user weight,
the similarity of the user preference and the user trust are considered, which can improve
the accuracy of the recommender system. Finally, the experiment is executed in the real
data set and the experimental results show that the proposed method can obtain higher
accuracy than the existing methods.
Keywords: Recommender system, Restaurant recommendation, Collaborative filtering,
Similarity, Trust

1. Introduction. In recent years, the recommender system as a tool of information
filtering attracts a large number of scholars to research [1]. Currently, the recommender
system has been applied in a variety of multimedia and e-commerce websites, such as
Amazon, Google news and Taobao. The recommender system mainly is divided into
three categories: the system based on content, based on CF and based on hybrid model
[2]. The recommender system based on CF is the most classical and most widely used [3].

With the rapid development of catering industry, how to provide the personalized
restaurant for user timely and accurately has become the focus of the current research.
Ge et al. considered the tags information of user and restaurant and latent factors, and
realized the personalized food recommendation using the improved matrix factorization
(MF) algorithm [4,5]. While Kuo et al. recommended the personalized restaurant for
user according to the history logs of user booking [6]. Katarya and Verma introduced the
psychological factors (e.g., lifestyle, preference), the demographic information (e.g., age,
gender) and location information into the food recommendation [7]. Similarly, Zhang et
al. analyzed the history information of user dining, demographic characteristics and the
restaurant’s feature, and recommended the next dining according to the characteristic of
each user [8]. However, the above research did not consider the influence of the social re-
lationship and time factor; hence, inspired by the existing research, the proposed method
considers the tags of the user and restaurant, and obtains the user trust according to the
tags information.

The organization of the paper is as follows: Section 1 introduces the background and
the related work; the proposed method is depicted in details in Section 2, including the
normalization of the rating, the improved null filling method, the calculation of the user
weight and the prediction of the user preference; Section 3 gives the experiments and the
analysis of results. The conclusion is shown in the final section.
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2. Proposed Method. In the paper, the two-dimensional rating matrix of the user-
restaurant (U ×D) is employed to represent the user preference. Here, ui ∈ U represents
the user i; U represents the set of users; dj ∈ D represents the restaurant j; D represents
the set of the restaurants; rij ∈ (U × D) is the element of the matrix, and represents
the rating that ui rated dj, and its value is the integer in 0 ∼ 5; fk ∈ Fe represents dj’s
feature k; Fe represents the set of the selected restaurant features; Ci,k represents the set
of the feature values that the feature fk of the restaurant that user i has rated includes;
ci,k,l ∈ Ci,k represents a specific feature value.

The proposed method improves the accuracy of RRSS by alleviating the sparsity prob-
lem. Firstly, the improved null filling method is employed to calculate the null ratings.
And then, when finding the nearest neighbors of the target user, not only does it consider
the similarity of user preference, but also it considers the user trust.

2.1. The normalization of the rating. When different users rate the restaurant, even
though they have the same recognition, they may also give different ratings. For example,
some users are not willing to give the high rating to the favorite restaurant or give the
low rating to the disliked restaurant, so the distinction of the ratings is not large. While
other users are opposite, and the distinction of the given ratings is very large.

In the recommender system, it needs to predict the preference of the target user ac-
cording to the ratings of the other users. If the rating is introduced into the recommender
system directly, it leads to the low accuracy of recommender system. Because the two
users who have different preferences may have the same rating habits, while the rating
that the users with similar preferences give may have large gap, when seeking the nearest
neighbors of the target user, it is necessary to normalize the rating.

In the paper, the mean centering method is employed to normalize the rating. The
formula is as follows:

δij =
rij − rui

ri,max − ri,min

(1)

where rui
represents the average of ui’s rating; ri,max and ri,min represent the maximum

and minimum respectively; δij represents the normalized rating, and it may be positive
or negative.

2.2. The improved null filling method. In real life, the number of the restaurant is
massive, while the explicit rating given by users in the website is limited. In addition,
when there is no commonly rated restaurants, it cannot calculate the similarity between
users. The common method to solve this problem is the null filling method [9]. Inspired by
the existing research, in the paper, the ratings and the restaurants’ features are introduced
into RRS and the null filling method is employed to obtain the appropriate fault value.
When setting the fault value, the weight of the restaurant’s feature is considered.

The weight of the restaurant’s feature is determined according to the volatility of the
user’s rating, and the greater the volatility is, the greater the weight is. The volatility of
the feature fk is as follows:

volui,fk
=

∑
ci,k,l∈Ci,k

|nci,k,l
− nfk

|

nfk

(2)

In the paper, the selected features of the restaurant include the type of restaurant, aver-
age consumption and geographical location. nci,k,l

represents the number of the restaurants
that ui has rated and the feature value of those restaurants is ci,k,l. nfk

is the average of
the number that ui has rated the restaurants with the feature fk. When the feature is the
type of the restaurant, the feature value is the type of the restaurant given in the website.
When the feature is average consumption or geographical location, the whole range of
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value is divided into several small ranges, and each small range represents a category,
that is a feature value. The formula that is used to calculate the weight of fk is as follows:

wui,fk
=

volui,fk∑
fm∈Fe

volui,fm

(3)

In the improved null filling method, it needs to predict the rating of the restaurant that
the user did not rate. Firstly, it needs to select restaurants that have the same feature
value with the target restaurant. And then, it needs to calculate the rating according to
the rating of those restaurants, the weight of the corresponding feature and the specific
feature value of those restaurants. The formula is as follows:

δij =
3∑

k=1

wuifk
∗

nci,k,l,j∑
ci,k,r∈Ci,k

nci,k,r

∗

∑
dq∈Dci,k,l,j

δdq

|Dci,k,l,j
|

(4)

where nci,k,l,j
represents the number that ui has rated the restaurant which has the same

feature value with the feature fk of dj; Dci,k,l,j
represents the set of the restaurants that

have the same feature value with the feature fk of dj; the restaurant’s rating is given in
the website and it is the average of all users’ ratings, δdq represents the normalized rating
of dq.

2.3. The calculation of the user weight. When calculating the user weight, the im-
pact of the similarity and trust of user is considered. Firstly, it needs to predict the null
value of the users besides the target user using the improved null filling method.

1) the calculation of the user similarity
The user’s preference may change over time, and when the user recommends restaurant

for the other users, he usually selects the recent visited restaurant. In the recommender
system, the user’s rating represents the degree that the user is interested in at some
time. However, the user’s interest will decay, that is the utility of user’s rating will decay.
Aiming at the forgetting phenomenon, psychologist Ebbinghaus proposed the forgetting
function J(t) [10]. The function is as follows:

J(t) =
aeb

(t + t0)c
, a > 0, c > 0, b > 0, t0 > 0 (5)

where t represents the time difference from the rated time to current time, and the unit
is day. The values of those variables were given in [10]: a = 20, b = 0.42, c = 0.0225,
t0 = 0.00255.

In the paper, the improved Pearson correlation coefficient is employed to measure the
similarity between users, and the formula is as follows:

Sim(ui, uj) =

∑
dk∈Dijo

(
δikJ(tik) − δui

) (
δjkJ(tjk) − δuj

)
√ ∑

dk∈Dijo

(
δikJ(tik) − δui

)2 ∑
dk∈Dijo

(
δjkJ(tjk) − δuj

)2

+ θ ∗

∑
dk∈Dijn

(
δikJ(tik) − δui

) (
δjkJ(tjk) − δuj

)
√ ∑

dk∈Dijn

(
δikJ(tik) − δui

)2 ∑
dk∈Dijn

(
δjkJ (tjk) − δuj

)2

(6)

where Dijo represents the set of the common restaurants rated by ui and uj; Dijn represents
the set of the restaurants that has been filled rating for uj and rated by ui. Compared
with the user’s rating, the credibility of the filled rating is lower, so the parameter θ is
used to reduce the impact of the filled rating. J(tik) and J(tjk) represent the forgetting
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function of rik and rjk that ui and uj rated the dk respectively; δui
and δuj

represents the
mean value of the rating of ui and uj respectively.

2) the calculation of the user trust
In real life, when the user makes a choice, he may tend to accept the suggestion of the

family, fiends, or the people with experience or authority. In online recommender system,
the target user usually does not know most users. However, in some cases, it can infer
whether a stranger is trustworthy according to the user interaction behavior or the user’s
own information.

Definition 2.1. [11]. Trust. The quantification of the degree that ui trusts uj, and uses
T (ui, uj) to represent.

The representation of the trust includes two categories: probabilistic method, the value
of the trust is 1 or 0, that is a user is either trusted or untrusted; progressive method,
it estimates the trust when the behavior can bring a certain positive effect, that is the
information is right or wrong in a certain extent. And it uses different values to represent
the different degrees of trust. For example, the method in [12] used four different values
to represent the degree of trust: very trust, trust, distrust, very distrust.

In the paper, the two representation methods are combined to measure the user trust,
and the value of the trust is set in [0, 1]. On the one hand, it calculates the user trust
according to the social information of the user, and uses t(ui, uj) to represent the obtained
trust. Supposing ui is a fan of uj, but uj is not a fan of ui, when ui is the target user,
t(ui, uj) = 1, while when uj is the target user, t(uj, ui) = 0, that is the trust is asymmetry.

On the other hand, the user’s oneself trust is calculated according to the influence of
the user in social network, and use t′(uj) to represent the obtained trust. In the paper,
it chooses five basic features of the user: the number of fans, the number of reviews, the
number of flowers, the value of contribution, the level of user community, and the formula
is as follows:

t′(uj) =
fuj

NU

+
duj

NU∑
i=1

dui

+
huj

NU∑
i=1

hui

+
guj

NU∑
i=1

gui

+
muj

M
(7)

where fuj
, duj

, huj
, guj

, muj
represent the number of fans, the number of reviews, the

number of flowers, the value of contribution, the level of user community; NU = |U |
represents the number of all users; M represents the highest level of user community.

The value of the user trust t′(uj) obtained by Formula (7) may be greater than 1, which
exceeds the setting range. Therefore, it needs to do normalization, and the formula is as
follows:

t′′(uj) =
t′(uj) − tmin

tmax − tmin

(8)

where tmax and tmin represent the maximum and minimum of the trust obtained by For-
mula (7).

The user trust T (ui, uj) is calculated by fusing two obtained trust, and the formula is
as follows:

T (ui, uj) =
t(ui, uj) + t′′(uj)

2
(9)

The formula that is used to calculate user weight is as follows:

W (ui, uj) = λ1 ∗ Sim(ui, uj) + λ2 ∗ T (ui, uj) (10)

where λ1 and λ2 represent the weight, and λ1 + λ2 = 1.
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2.4. The prediction of the user preference. The prediction of user preference in-
cludes two step: firstly, it needs to find the nearest neighbors, and the user whose weight
is greater than 0.2 ∗ W (ui, uj)max is selected as the nearest neighbor of the target user,
and W (ui, uj)max is the maximum of the user weight; and then, it needs to predict the
rating of the target user according to the ratings of the nearest neighbors.

According to the obtained user weight and the rating, the weighted average method is
employed to predict the rating, and the formula is as follows:

δij = δi +

∑
uk∈U ′

W (ui, uk) ∗
(
δkj − δj

)
∑

uk∈U ′
W (ui, uk)

(11)

where U ′ represents the set of the nearest neighbors of the target user; δi represents the
average of the normalized ui’s ratings. The predicted rating is as follows:

rij = round (δij ∗ (ri,max − ri,min) + ri) (12)

where round() is the rounding function.
According to the predicted rating, it needs to rank the restaurant, and the top K

restaurants are recommended to the target user.

3. Experiments and Analysis. The data set is the real data of user and restaurant
and is collected from dianping.com using the crawler software. The data set includes the
background information (e.g., user ID, the number of fans, the number of flowers, the
level of user community, the value of contribution, the tags of taste, average consump-
tion), social information (e.g., following information, fans information) and the behavior
information (the name of the rated restaurant, rating, rated time) in 6 months of 500
users. It also includes the basic information of 2000 restaurants: restaurant ID, location,
type, average consumption. Due to considering the time decay, the leave-one method is
employed to select the training set and test set. The data of the first 5 months is selected
as the training set, and the data of the sixth month is selected as the test set.

3.1. Evaluation. F is employed to evaluate the effectiveness of the proposed method.
The formula is as follows:

F =
2 ∗ P ∗ R

P + R
(13)

where P represents the precision, R represents the recall, and the formulas are as follows:

P =
Na

Np

(14)

R =
Na

Nr

(15)

where Na represents the number of accurate predicted restaurants; Np represents the
number of recommended restaurants; Nr represents the number of the rated restaurants.

3.2. Experimental step. The experimental step is as follows. (1) The determination of
θ. The role of θ is to reduce the impact of the similarity produced by the filled ratings,
so the value of θ should be less than 1; when θ = 0, it does not consider the filled rating,
so the matrix of the user-restaurant is very sparsity. Hence, θ is set the value which is in
(0, 1), and the step is 0.1. In the step, the user weight only considers the impact of the
user similarity, so λ1 = 1; the number of the recommended restaurants K is set 5.

(2) The determination of λ1 and λ2. Due to λ2 = 1 − λ1, it is only necessary to set
the value of λ1. When λ1 = 0, it does not consider the impact of the user similarity;
when λ1 = 1, it does not consider the impact of the user trust. Hence, similar with the
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setting of θ, λ1 is set the value which is in (0, 1), and the step is 0.1; the number of the
recommended restaurants K is set 5.

(3) The determination of K. When recommending the restaurant for the target user, if
the number of recommended restaurants is very few, the recall is lower; if the number is
very large, it loses the significance of the recommendation. Through analyzing the data
set, the number that most users rate the restaurant usually is less than 5 per month. This
is because the user usually goes to the restaurant with family or friends at weekend or
holidays. Hence, the value of K should be greater than 5, but not too great. The value
of K is set 5, 10, 15, 20.

(4) The comparison of different methods. The proposed method does not consider
the context information, so the method in [4] and the traditional CF are selected as the
comparative methods.

3.3. Experimental results and analysis. The experimental results are shown as Fig-
ures 1-4.

1) The impact of the parameter θ
From Figure 1, we can know that: when θ = 0.7, the obtained results are the best.

This is because when θ is relatively small, the impact of the filled rating is tiny. It mainly
relies on the original rating when seeking the nearest neighbors of the target user, and
the data is sparsity, so the accuracy of the obtained results is low; when θ > 0.7, due to
the error of the filled rating, it causes too many errors, so the accuracy of the obtained
results gradually decrease.

2) The impact of the weight λ1 and λ2

Figure 2 shows that when λ1 = 0.6, the obtained results are the best; when the value
of λ1 increases, the accuracy of the recommender system also increases; when λ1 > 0.6,
the accuracy begins to reduce. This is because when the value of λ1 increases, the impact
of the user trust gradually reduces, while the impact of the user similarity gradually
increases. It shows that: (1) the user weight is not only impacted by the user similarity,
but is also impacted by the user trust; (2) the impact of the user similarity is greater than
that of user trust.

3) The impact of K
Figure 3 shows that: with the increasing of K, the recall gradually improves, while

the precision gradually reduces; when K = 10, the value of F is the best, and improves
0.0035 than that when K = 5. This is because: the greater the value of K is, the more the

Figure 1. The results obtained when θ is set of different values
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Figure 2. The results obtained when λ1 is set of different values

Figure 3. The results obtained when K is set of different values

Figure 4. The obtained results by different methods
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recommended restaurants are, so the number of accurately recommended restaurants also
increases, while the number of the restaurant that the target user has rated is constant,
hence, the recall will increase or keep constant with the increasing of the value of K. On
the other hand, with the increase of the value of K, the number of recommended restau-
rants increases more than that of accurately recommended restaurants, so the precision
decreases.

4) The comparison of different methods
Figure 4 shows that: compared with the results obtained by the traditional CF and the

method in [4], the results obtained by the proposed method in the paper are the best;
compared with these two methods, the value of F increases 0.0691 and 0.0211 respectively.
This is because the traditional CF only considers the rating given by the user, and the
data is relative sparsity, so the recommended results is the worst. The method in [4]
considers the tags and the latent factor, so the obtained results are better than that
obtained by the traditional CF. The proposed method in the paper not only considers the
tags information of the user and the restaurant, but also considers the time and the user
trust, so the obtained results are the best.

4. Conclusions. In order to recommend the personalized restaurant for user, a restau-
rant recommendation algorithm is proposed in the paper. In order to alleviate the sparsity
problem, the improved null filling method is used to calculate the null rating according
to the tags information; the trust of user oneself and the trust between users are con-
sidered when calculating the user trust; in order to accurately find the nearest neighbors
of the target user, the similarity of user preference and the user trust are considered.
The experimental results verify the proposed method is superior to the existing methods.
According to the theoretical analysis and the experimental verification, we can obtain the
conclusion: in the restaurant recommender system, it is necessary to consider the impact
of time and user trust, and the user similarity plays a more important role than the user
trust.

The proposed method does not consider the context and only considers the user trust
simply. In the future work, it needs to research the propagation of the trust and the
impact of context.
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