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Abstract. In order to obtain the global optimal agglomerative hierarchy clustering
result, a hybrid clustering algorithm based on ant colony optimization and agglomera-
tive hierarchy clustering is proposed. The algorithm used the state transition rule and
pheromone update rule of ant colony optimization algorithm to optimize the agglomerative
hierarchical clustering. In this method, the state transition rule was used to determine
the next merged points in the hierarchical clustering, and the pheromone update rule was
used to find the optimal clustering path. In this way, we can receive high quality hierar-
chical clustering results. It made experiments on the artificial data set and UCI data set.
The results show that the clustering performance of the proposed method is better than
that of the traditional clustering algorithm, which improves the accuracy of clustering.
Keywords: Ant colony optimization, Agglomerative hierarchy clustering, State transi-
tion rule, Pheromone update rule

1. Introduction. Data clustering is one of the common and effective methods in data
mining. It is an important means and method of data partition or grouping. Cluster-
ing analysis has been widely used in the fields of statistics, pattern recognition, image
processing, marketing and so on [1].

So far, the clustering algorithms include hierarchical clustering, partitioning cluster-
ing, density-based clustering, grid-based clustering algorithm [2]. In the agglomerative
hierarchical clustering algorithm, the Balanced Iterative Reducing and Clustering Using
Hierarchies (BIRCH) algorithm and Clustering Using Representatives (CURE) algorithms
are two typical algorithms. The BIRCH algorithm proposed by Zhang et al. in 1996 re-
alized the hierarchical clustering of a large number of data for the first time [3]. The
algorithm used the agglomerative hierarchical clustering algorithm to cluster the data ob-
jects into each cluster, and then selected another clustering method to cluster each cluster.
Its accuracy is lower than other methods. Guha et al. proposed CURE algorithm which
is based on representative points [4,5]. The algorithm used the representative points of
the cluster to represent the data distribution, and reduce the influence of the noise for
the clustering results by shrinkage factor. The accuracy of the algorithm is improved.
However, because of the shrinkage factor, the ability of the algorithm to find the data of
any shape is reduced. For this problem, [6] proposed an Approximate Binary Hierarchical
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Clustering Using Representatives (ABHCURE) algorithm. This algorithm is combined
with single-layer multi-clusters merge mode, pseudo-noise mechanism and dynamic mini-
mum number of clusters on the CURE algorithm. It improved the accuracy of clustering
data which also has different shapes and noises.

From the above, we can find that if the hierarchical clustering does not make good
decision when splitting or merging clusters, it may get low quality clustering results. From
the above description and research, this paper considers it as a combinatorial optimization
problem.

2. Ant Colony Optimization Algorithm. Ant colony optimization algorithm [7,8] is
a kind of efficient heuristic global search technique for solving combinatorial optimization
problems.

When ants move, they can release a certain concentration of pheromone on the path
[9]. In order to understand the basic principle of ant colony optimization algorithm, the
following explains the model of ant colony optimization algorithm and its implementation
process using TSP problem as an example [10].

(1) When all ants have visited n city, the ants update their information on their paths.
The update formula is as follows:

τij (t + n) = ρ.τij (t) + ∆τij (1)

∆τij =
m∑

k=1

∆τ k
ij (2)

∆τ k
ij =

Q

Lk

(3)

m represents the total number of ants, Q is a constant, and ρ is a coefficient less than 1.
τij(t) represents edge (i, j)’s concentration of pheromone at time t. ∆τ k

ij represents each
unit length’s pheromone is placed by the ant k at time t and t + n on edge (i, j).

(2) Before the ants have visited all the cities, it is not allowed to visit the city that has
been visited.

(3) The transition probability of ants from a certain city to the next city is:

pk
ij(t) =

[τij (t)]α [ηij(t)]
β∑

[τij(t)]
α [ηij(t)]

β
j ∈ Tk (4)

Tk represents the cities that the ants can choose. α represents the relative importance of
pheromone evaporation factors. β represents the relative importance of heuristic infor-
mation.

3. Agglomerative Hierarchical Clustering Based on Ant Colony Optimization.

Definition 3.1. Distance standard. The distance between the two data points is cal-
culated by the Euclidean distance.

dij =

√
(xi1 − xj1)

2 + · · · + (xim − xjm)2 (5)

xi = (xi1, . . . , xim) (6)

xj = (xj1, . . . , xjm) (7)

xi and xj are two m dimensional data points.
The distance of the two clusters uses the minimum distance to measure similarity. It

is the most common measure method of cohesive hierarchical clustering algorithm.

dmin (ci, cj) = min ∥pi − pj∥ (8)

pi ∈ ci, pj ∈ cj, pi, pj are two data points, ci, cj are two clusters.
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Definition 3.2. Object function. It is set as the square sum of the clustering error
[11] (Suppose there are C cluster centers after the clustering is completed):

E =
c∑

j=1

∑
xi∈cj

|xi − cj|2 (9)

Cj =
1

mj

mj∑
i=1

xi (10)

Cj represents a centroid. mj represents the number of data contained in a cluster. Getting
the minimum object function means getting the optimal hierarchical clustering.

3.1. Hybrid clustering based on ant colony optimization and agglomerative
hierarchical clustering. The aim of the agglomerative hierarchical clustering based on
ant colony optimization algorithm is to build the shortest clustering path after traveling
all the data. Its main method is to refer to the foraging behavior of ants [12,13].

The basic flow chart of the algorithm is shown in Figure 1.

Figure 1. Flow chart of the algorithm

Its basic idea is as follows.
Step 1: Initialize the algorithm’s parameters. It contains the number of ants, weight

parameter α, β, evaporation factor ρ, and so on.
Step 2: For each ant m, each instance is used as a cluster in the clustering process.

When the ant m is in the data point xi, we calculate its distance from other clusters. And
then it uses the pheromone τij to calculate the probability of the next point to be merged
(merge probability).

pm
ij =

(τij)
α (ηij)

β∑
l∈Nm

i

(τil)
α (ηil)

β
j ∈ Nm

i (11)
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ηij =
1

dij

(12)

dij represents the distance between the two data points or two clusters. ηij represents
heuristic information based on distance. α and β are two weight parameters. They
determine the relative influence of pheromone and heuristic information. If pm

ij ≥ p0 (p0

is obtained by experiments), xj and xi are merged. If not, they are not merged.
Step 3: Determine whether the number of ants k reached the total number of M ; if

not, k = k + 1. Go to Step 2.
Step 4: All the ants continue to cluster the object, and the clustering center and

pheromone are updated.
Clustering center:

Cj =
1

mj

mj∑
i=1

xi (13)

mj is the total number of the data points which belongs to the cj cluster.
Pheromone updating: the pheromone will have different strength if the path length

of the ant is different. The pheromone which the ant released has cumulative effect in
the path. It is assumed that the initial pheromone on each route is equal. When the
clustering begins, the pheromone is updated. The first is the pheromone evaporation:

τij = (1 − ρ)τij (14)

ρ is the evaporation rate of the pheromone, 0< ρ ≤ 1. Its effects are to avoid unlim-
ited information accumulation, and make the algorithm “forget” the poor path which is
selected before. After this, all ants release the pheromone:

τij = τij +
n∑

k=1

∆τm
ij (15)

∆τm
ij represents the information of the ant m’s path which is from data xi to the cluster

cj.

∆τm
ij =

1

d (xi, cj)
(16)

Step 5: Calculate the minimum objective function.
Step 6: Then it outputs the optimal solution.

4. Experiment and Result Analysis.

4.1. Experimental data preprocessing. The data sets are standardized and normal-
ized.

Standardized process (There is mean standardization)

x∗
i =

xi − xi

si

(17)

xi represents mean data. si represents the standard deviation of the data.

4.2. Artificial data set. D1, D2 are two-dimensional data point sets which are two
artificial structures. They all have two types. D1 contains 150 data. D2 contains 100
data. The distribution of D1 is relatively scattered. The distance between the two clusters
is relatively close. However, the distribution of D2 is relatively concentrated, and the
distance between the two clusters is relatively far.

Table 1 is the initial parameters of the algorithm which are used to do experiments on
artificial data sets. The parameter value of the algorithm in this paper is arranged as
follows.
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Table 1. Experimental parameters setting

parameter parameter value
the number of ants m = 6

pheromone volatile factor ρ = 0.7
weight parameter α = β = 0.6
merge probability p0 = 0.7

The algorithm of this paper was compared with traditional agglomerative hierarchical
clustering algorithm and CURE algorithm. CURE algorithm is typical in the hierarchical
clustering. They mainly compared the accuracy of all the algorithms. Accuracy results of
the three algorithms are given in Table 2. Among them, the algorithm proposed in this
paper has the highest accuracy rate. The accuracy rate of the traditional agglomerative
hierarchical clustering algorithm is the lowest. And the accuracy of all the algorithms in
the data set D2 is higher than that in D1.

Table 2. Comparison of accuracy of algorithms

data set sample number
agglomerative hierarchical

clustering
CURE

algorithm in
this paper

D1 150 75.3% 80.4% 84.5%
D2 100 78.9% 81.5% 85.8%

4.3. UCI dataset. This experiment uses Iris data set, wine data set, and thyroid data
set.

Because these three data sets are different from the artificial data sets, we need to reset
the initial parameters. Parameter settings are shown in Table 3.

Table 3. Experimental parameters setting

parameter parameter value
the number of ants m = 7

pheromone volatile factor ρ = 0.6
weight parameter α = β = 0.5
merge probability p0 = 0.6

Input the Iris data set, wine data set, and thyroid data set. The results are shown in
Table 4.

Table 4. Experimental results

data set
agglomerative hierarchical

clustering
CURE

algorithm in
this paper

Iris 76.2% 81.2% 84.1%
wine 41.3% 57.4% 61.1%

thyroid 76.6% 79.9% 84.9%

From Table 4, we can see that compared with those two algorithms, the algorithm of
this paper has significantly improved in accuracy. Furthermore, we can see that whether
it is the algorithm of this paper or traditional agglomerative hierarchical clustering and
CURE algorithm, the accuracy of the experiment on the Iris data set and thyroid data
set is higher than that of the corresponding experiment on the wine data set.
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5. Conclusions. In this paper, the agglomerative hierarchical clustering based on ant
colony optimization algorithm improved the accuracy of the agglomerative hierarchical
clustering by introducing ant colony optimization, and we can determine more accurate
merge points. In future research and practice, we will combine the other aspects of
intelligent optimization algorithm to develop hierarchical clustering, so that it can be
more efficient to achieve hierarchical clustering.
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