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Abstract. Harmony search (HS) is a popular evolutionary algorithm, which has been
successfully applied in many fields. However, the basic HS often exhibits poor exploitation
ability when handling some complex optimization problems. To enhance the exploitation
ability of HS, this paper presents a harmony search with improved search strategy (ISHS).
In the proposed ISHS, the best harmony from the current harmony memory is utilized
in the memory consideration step to guide the search direction. Furthermore, the search
experience of the best harmony is employed in the pitch adjustment phase to accelerate
the convergence speed. Experiments on a set of well-known test functions indicate that
the improved search strategy is able to enhance the exploitation ability of HS.
Keywords: Global optimization, Harmony search, Search strategy, Best harmony

1. Introduction. Evolutionary algorithm (EA) is a kind of effective optimization tech-
nique, which has been widely employed in many applications [1]. So far, EA has become
a research hot spot in the field of optimization technique. Therefore, various kinds of EAs
have been proposed in the evolutionary computation community. Harmony search (HS)
is an emerging EA, which is inspired by the process of music improvisation [2]. Like other
EAs, HS has many advantages [3, 4], such as simple structure, easy implementation, and
efficient performance [5]. Due to its advantages, HS has attracted many researchers from
various fields since its development [6].

However, the basic HS often suffers from poor exploitation ability when facing some
complicated optimization problems [7]. Aiming at this disadvantage of HS, researchers
have presented many HS variants to enhance the exploitation ability [8]. Mahdavi et al.
[9] introduced an improved HS (IHS), which employs the linear and exponential models to
take values for the parameters. Omran and Mahdavi [10] proposed an HS variant, called
GHS, which is inspired by the mechanism of particle swarm optimization. In GHS, it
improves the pitch adjustment scheme, which directly inherits a random parameter of the
best harmony in the current harmony memory. The experiments show that the improved
pitch adjustment scheme in GHS is able to enhance the performance. Later, Pan et
al. [11] presented a self-adaptive global best HS (SGHS), which exploits the information
of the best harmony to accelerate the convergence rate. In addition, SGHS adaptively
tunes the harmony memory consideration rate (HMCR), pitch adjustment rate (PAR)
and bandwidth (BW). The experimental results indicate that SGHS can outperform HS,
IHS and GHS on the majority of the test functions. Zou et al. [12] presented a novel
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global HS (NGHS), which introduces a novel search strategy by combining the global best
harmony. The experiments demonstrate that NGHS can surpass HS, IHS, and SGHS on
the most of the test functions.

Although many HS variants have been proposed, HS still tends to demonstrate poor
exploitation capability when solving some highly non-linear and multimodal optimization
problems [3]. Therefore, the HS performance needs to be further enhanced. To promote
the exploitation capability of HS, this paper presents a harmony search with improved
search strategy (ISHS). In the search process, ISHS employs the best harmony from the
current harmony memory to guide the search direction. Furthermore, ISHS exploits the
search experience of the best harmony to accelerate the convergence speed.

The rest of the paper is organized as follows. The basic operations of HS are introduced
in Section 2. In Section 3, we present the proposed HS algorithm. Experimental results
are reported in Section 4 for the comparison and analysis. Finally, Section 5 concludes
this paper.

2. Harmony Search. HS has a simple computation procedure. In the initial stage, it
randomly initializes a harmony memory that consists of HMS solutions HM(t) = {X t

i},
where X t

i =
[
xt

i,1, x
t
i,2, . . . , x

t
i,D

]
, i = 1, 2, . . . , HMS; D is the dimension of the optimiza-

tion problem; HMS represents the size of the harmony memory and t is the generation.
After initialization, HS performs a loop of evolutionary operations to create new candi-
date harmonies, and then selects the better harmonies into the next generation to guide
the harmony memory towards the optimum [2]. In HS, the main evolutionary operations
include memory consideration, pitch adjustment, and random sampling operations, which
are introduced as follows.

In the memory consideration step, HS randomly selects a harmony from the harmony
memory [7], and then a component of the selected harmony is employed to constitute the
new candidate harmony.

The pitch adjustment operation focuses on exploiting the neighborhood information of
the current harmony memory, which conducts a random perturbation on a component
of the new candidate harmony. In addition, the step-size of the random perturbation is
determined by the bandwidth BW [3].

The random sampling operation is used to maintain the diversity of the harmony mem-
ory, which randomly generates a component from the search space for the new candidate
harmony [10].

3. The Proposed ISHS. In this section, we introduce a harmony search with improved
search strategy (ISHS). We first describe the improved search strategy in which the best
harmony from the current harmony memory is utilized to generate new candidate har-
mony. Then, the algorithmic framework of the proposed ISHS is presented.

3.1. Improved search strategy. In the search strategy of HS, it generates a new can-
didate harmony by inheriting the information from a random harmony in the current
harmony memory [10]. In this way, the search direction is guided by a random harmony.
Therefore, the search strategy has no bias to any special direction and selects search di-
rection using a random mechanism. Such search strategy is useful for maintaining the
diversity of the harmony memory and is beneficial to avoid trapping in local minima [12],
which indicates the search strategy of HS does well in exploration search. However, due
to the selection of random search direction, the search strategy of HS often exhibits poor
exploitation ability to converge to a near optimum. Thus, HS often suffers from slow
convergence speed [3]. In order to enhance the exploitation ability of HS, we propose an
improved search strategy.
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In the improved search strategy, it conducts the same random sampling operation as
the basic HS, which is formulated as follows [2]:

vj = LBj + rand(0, 1) × (UBj − LBj) (1)

where LBj and UBj denote the lower and upper boundaries of the search space, respec-
tively; rand(0, 1) is a random real number between 0 and 1, which is generated anew for
each j.

Algorithm 1 ISHS Algorithm

t = 0;
FEs = 0;
Generate a random initial harmony memory;

while FEs < MaxFEs do
PAR = 0.01 + 0.98 × t

MaxT
;

/* Create a new candidate harmony */
for j= 1 to D do

if rand(0, 1) < HMCR then
r1 = randInt(1, HMS);
vj = xt

r1,j + rand(−1, 1) ×
(
xt

Best,j − xt
r1,j

)
;

if rand(0, 1) < PAR then
k = randInt(1, D);
vj = xt

Best,k;
end if

else
vj = LBj+ rand(0, 1) × (UBj − LBj);

end if
end for
Evaluate the fitness value of harmony V ;
FEs = FEs + 1;

/*Conduct the selection operation */
if f(V ) < f (X t

Worst) then
X t

worst = V ;
if f(V ) < f (X t

Best) then
X t

Best = V ;
end if

end if
t = t + 1;

end while

Besides the random sampling operation, the improved search strategy simultaneously
performs a new memory consideration operation with a probability of HMCR. Com-
pared with the original memory consideration operation in the basic HS, the new memory
consideration operation employs the best harmony from the current harmony memory to
guide the search direction. Therefore, the exploitation ability to converge to a near opti-
mum can be enhanced and the convergence speed of the proposed ISHS can be accelerated.
The new memory consideration operation is defined as follows:

vj = xr1,j + rand(−1, 1) × (xBest,j − xr1,j) (2)
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where rand(−1, 1) is a real number randomly generated in the range [−1, 1]; xr1,j is the
jth component of a harmony randomly selected from the current harmony memory, and
xBest,j is the jth component of the global best harmony in the current harmony memory.

After the memory consideration operation, the improved search strategy executes the
pitch adjustment operation with a probability of PAR. In the pitch adjustment operation,
it employs the pitch adjustment strategy of GHS [10], which directly inherits the search
experience of the best harmony to further enhance the exploitation ability. Therefore,
the pitch adjustment operation is able to make the search process quickly converge to the
near optimum, while the random sampling operation aims at maintaining the diversity of
the harmony memory. Accordingly, the proposed ISHS can keep a good balance between
exploration and exploitation, which is helpful for enhancing the total search efficiency
of the proposed ISHS. Based on these considerations, the pitch adjustment operation of
GHS [10] is incorporated into ISHS to enhance the exploitation ability, which is defined
by:

k = randInt(1, D)
vj = xBest,k

(3)

where randInt(1, D) is an integer randomly generated in the range [1, D].
In the improved search strategy, it has an important control parameter PAR, which is

used to control the probability of executing the pitch adjustment operation. As seen, the
ISHS performance is influenced by the parameter PAR. To enhance the robustness of the
improved search strategy, the parameter PAR is adaptively tuned by using the scheme
of IHS [9], which is defined as follows:

PAR = 0.01 + 0.98 × t

MaxT
(4)

where t is the current generation and MaxT is the maximum generation. From the
mechanism of tuning the parameter PAR, it can be concluded that the value of PAR is
small at the beginning of the search process, which indicates the probability of executing
the pitch adjustment operation is small. In other words, at the beginning of the search
process, the probability of inheriting the search experience of the best harmony is small,
which is coincident with the expected property of an efficient EA. As the search proceeds,
the probability of executing the pitch adjustment operation is gradually increased. There-
fore, ISHS gradually switches its search behavior from exploration to exploitation with
increasing generations.

3.2. Algorithmic description of ISHS. In the search process, ISHS first generates a
random initial harmony memory, and then executes a loop of the improved search strategy.
In the evolutionary loop, ISHS first takes a value for the control parameter PAR. After
that, a new candidate harmony is created by the improved search strategy, and then the
selection operation is conducted to select the better harmony for the next generation.
The above steps are repeated generation after generation until the stopping criterion is
satisfied. The framework of ISHS is described in Algorithm 1, where FEs denotes the
number of fitness evaluations, MaxFEs represents the maximum number of evaluations,
and X t

worst indicates the worst harmony in the current harmony memory.

4. Experiments.

4.1. Experimental setup. In this section, the proposed ISHS is applied to case studies.
In the case studies, ISHS is employed to handle 13 well-known test functions with D = 30
and is compared with the basic HS, GHS, and NGHS. The details of the test functions can
be seen in [13]. The parameter settings of ISHS are set to HMS = 50 and HMCR = 0.96,
following the suggestions in [14]. To achieve fair comparisons, MaxFEs is set to 200,000
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for all HS, as recommended in [5]. In addition, the other parameters of HS, GHS, and
NGHS are the same as their original papers.

4.2. Comparisons and discussions. The experimental results are described in Table
1, where “Mean” and “SD” indicate the mean and standard deviation of the optimization
error values achieved by 30 independent runs, respectively. The symbols “+”, “–”, and
“≈” represent that the proposed ISHS obtains better, worse, and similar results than the
corresponding algorithms according to the two-tailed t-test, respectively. The results of
HS, GHS, and NGHS are based on the reports in [5].

Table 1. Experimental results of HS, GHS, NGHS, and ISHS over 30
independent runs for the 13 classical test functions

Function
Mean ± SD

HS GHS NGHS ISHS
f1 7.65E-05±7.74E-06+ 0.00E+00±0.00E+00≈ 0.00E+00±0.00E+00≈ 0.00E+00±0.00E+00
f2 2.08E-02±1.54E-03+ 0.00E+00±0.00E+00≈ 4.23E+01±5.99E+01+ 0.00E+00±0.00E+00
f3 1.58E+03±6.91E+02≈ 1.17E+02±1.15E+02- 9.54E-04±1.35E-03- 2.29E+03±3.24E+03
f4 9.87E-01±5.75E-02+ 4.22E+00±3.26E+00+ 3.97E-19±5.06E-19- 1.62E-12±2.23E-12
f5 5.15E+01±2.70E+01≈ 4.76E+00±5.11E+00- 1.14E+01±8.36E+00- 5.11E+01±3.28E+01
f6 0.00E+00±0.00E+00≈ 0.00E+00±0.00E+00≈ 0.00E+00±0.00E+00≈ 0.00E+00±0.00E+00
f7 8.97E-03±2.71E-03+ 5.52E-04±1.31E-04+ 4.38E-03±2.27E-03+ 1.04E-04±2.44E-04
f8 1.31E-04±1.50E-04+ 3.26E-04±0.00E+00+ 1.82E-11±4.46E-12+ 3.64E-12±0.00E+00
f9 1.14E-02±2.11E-03+ 0.00E+00±0.00E+00≈ 1.42E-09±1.99E-09+ 0.00E+00±0.00E+00
f10 5.89E-03±2.43E-04+ 4.44E-16±0.00E+00- 8.71E-06±9.95E-06+ 5.18E-15±1.67E-15
f11 1.35E-02±9.59E-03+ 8.95E-04±1.27E-03+ 1.72E-02±1.22E-02+ 0.00E+00±0.00E+00
f12 4.78E-07±1.54E-07+ 8.03E-07±0.00E+00+ 7.98E-32±2.56E-32+ 1.57E-32±0.00E+00
f13 1.54E-05±1.03E-05+ 1.13E-05±0.00E+00+ 6.81E-30±8.96E-30+ 1.35E-32±0.00E+00
– 0 3 3
+ 10 6 8
≈ 3 4 2

From the experimental results, it can be known that ISHS demonstrates superior per-
formance on the majority of the test functions. Specifically, ISHS obtains better results
than HS, GHS, and NGHS on 10, 6, and 8 out of 13 test functions, respectively, whereas
GHS and NGHS are better than ISHS only on 3 and 3 test functions, respectively. In
addition, HS cannot perform better than ISHS on any test function. Moreover, ISHS
is similar to HS, GHS, and NGHS on 3, 4, and 2 test functions, respectively. We also
conduct the average ranking of Friedman test on the experimental results [15, 16]. The
average rankings of HS, GHS, NGHS, and ISHS are shown in Table 2. As known, ISHS
obtains the highest average ranking. According to the above analyses, we can conclude
that the improved search strategy can enhance the search ability of ISHS.

Table 2. Average rankings of HS, GHS, NGHS, and ISHS for the 13 test
functions obtained by the Friedman test

Algorithm Ranking

ISHS 1.81
GHS 2.35

NGHS 2.42
HS 3.42



648 Z. GUO, H. YANG, C. ZHOU, X. LIU AND Z. WU

5. Conclusions. The basic HS tends to suffer from poor exploitation ability when tack-
ling some optimization problems with highly non-linear and multimodal characteristics.
Aiming at this weakness of the basic HS, we propose a new harmony search with im-
proved search strategy, called ISHS. In the proposed ISHS, the best harmony from the
current harmony memory is used to guide the search direction towards the promising re-
gion. Moreover, the search experience of the best harmony is utilized to make the search
process quickly converge to the near optimum. The proposed ISHS is evaluated on a
set of 13 well-known test functions and is compared with three HS algorithms, namely,
the basic HS, GHS, and NGHS. The experimental results demonstrate that the proposed
ISHS can achieve better results than HS, GHS, and NGHS on the majority of the test
functions. In the future, we will employ the proposed ISHS to tackle machine learning
problems, such as classification and clustering problems.
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