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Abstract. In this paper, a new method is proposed to forecast the short-term power
load. In this method, an Elman neural network with multiple inputs and one output is
trained by using extended Kalman filter (EKF). The detailed formulations of the method
are provided in this paper. The method used in this paper combines the advantages of
Elman neural network and EKF, and can directly reflect the dynamic characteristics of
the system of power load, and can obtain the optimal estimation with better stability.
Simulation results indicate that, compared to the gradient descent method, the method
proposed in this paper can achieve better forecasting accuracy, and is more suitable for
forecasting of the short-term power load.
Keywords: Elman neural network, Extended Kalman filter, Forecasting, Short-term
power load

1. Introduction. With the rapid development of productivity, the imbalance of supply
and demand of power resource leads to a higher requirement for the prediction accuracy
of power load. Hence, it is important for the electric power company to perform the
prediction of power load. Currently, there are many methods to predict the power load,
such as fuzzy forecasting method and artificial neural network [1].

Because of the nonlinear and dynamic characteristics of power load, a neural network
that can directly reflect those characteristics of power load should be used to forecast
power load. Elman neural network introduces a special context layer into multi-layer
feed-forward BP neural network to have a memory ability, thereby reflecting the nonlinear
and dynamic characteristics of a system. Hence, Elman neural network can be used for
the prediction of power load.

It has been proven that the gradient descent based Elman neural network can obtain
the satisfactory result as applied into the one-order system. However, it cannot obtain
the satisfactory result as applied into the higher order system [2], because the gradient
descent based Elman neural network can be easily trapped in local minima [3].

Extended Kalman filter (EKF) is a kind of nonlinear parameter-estimation method on
the basis of the linear Kalman filter. Specifically, EKF transforms a nonlinear function
into Taylor Series surrounding a value, and linearizes the function by cancelling the second
order and the higher orders of Taylor Series. Recent studies prove that the computational
cost can be reduced efficiently by using EKF to train the radial basis function (RBF)
neural network [4] and the back propagation (BP) neural network [5]. However, BP
neural network and RBF neural network are not suitable for modeling dynamic models
because they do not have the dynamic characteristics themselves.

Compared with BP neural network and RBF neural network, Elman neural network
can better reflect the dynamic characteristic of a system, because of the memory ability
provided by the special context layer. Considering the advantages of EKF and Elman
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neural network, this paper proposes to apply EKF to training Elman neural network,
and uses the trained model to forecast the short-term power load. The model of the
proposed EKF-aided Elman neural network (EKF-Elman) can directly reflect the dynamic
characteristic of the system, and can be used for forecasting with higher accuracy and
stability. The paper is organized as follows. In Sections 2 and 3, Elman neural network
and EKF are briefly introduced. And the detailed formulations of the proposed EKF-
Elman are provided in Section 4. In Section 5, two cases are used to demonstrate the
performance of the proposed model. And the simulation results indicate that the model
of the proposed EFK-Elman is better to forecast the short-term power load. Conclusions
are given in Section 6.

2. Elman Neural Network. Elman neural network consists of the input layer, the
hidden layer, the context layer, and the output layer [6,7]. The context layer is considered
as a one-step delay factor, mainly used to memorize the output value of the hidden layer
in the previous moment. The structure of Elman neural network can be plotted in Figure
1.

Figure 1. Structure of Elman neural network

As can be seen from Figure 1, the memorized output value of the hidden layer in the
previous moment is acted as a next feedback input of the hidden layer by the context layer,
which can make the neural network have an ability to dynamically reflect the historical
data. This means that the relationship between the current input and the previous input
for the neural network is considered and processed more reasonably by Elman neural
network than BP neural network and RBF neural network.

The model of Elman neural network shown in Figure 1 can be expressed as follows.

y(k) = g
((

w3
)T

x(k)
)

(1)

x(k) = f
(
w1xc(k) + w2u(k − 1)

)
(2)

xc(k) = x(k − 1) (3)

where xc is the n-dimension feedback state vector, u the r-dimension vector in the input
layer, x the n-dimension output vector in the hidden layer, y the 1-dimension vector in
the output layer, w1 the connection weight from the neuron of the context layer to the
neuron of the hidden layer, w2 the connection weight from the neuron of the input layer
to the neuron of the hidden layer, and w3 the connection weight from the neuron of the
hidden layer to the neuron of the output layer. g(·) is the transfer function of the neuron
in the output layer, which is the linear combination of neuron outputs in the hidden layer;
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f(·) is the transfer function of the neuron in the hidden layer, represented by Sigmoid
function. In the training process of Elman neural network, the sum of the squared errors
is used as the objective function, shown as follows.

E(w) =
M∑
i=1

(
yi(w) − ỹi(w)

)2
(4)

where yi(w) is the actual output while ỹi (w) is the target output of the ith training
sample.

3. EKF. Consider the following nonlinear system:

Xk = f (Xk−1, k − 1) + Wk−1 (5)

Zk = h(Xk, k) + Vk (6)
E (Wk) = 0, E

(
WkW

T
j

)
= Qkδkj

E (Vk) = 0, E
(
VkV

T
j

)
= Rkδkj

E
(
WkV

T
j

)
= 0

(7)

where Wk and Vk are the white noise sequences, independent from each other, and Qk

and Rk are diagonal matrices.
The recursive equations of EKF are shown as follows.
(1) The time update equations:

X̂k+1,k = f
(
X̂k, k

)
(8)

Pk+1,k = Φk+1,kPkΦ
T
k+1,k + Qk (9)

(2) The measurement update equations:

Kk = Pk,k−1H
T
k

[
HkPk,k−1H

T
k + Rk

]−1
(10)

X̂k = X̂k,k−1 + Kk

[
Zk − Ẑk,k−1

]
(11)

Pk = [I − KkHk] Pk,k−1 (12)

Ẑk,k−1 = h
[
X̂k,k−1, k − 1

]
(13)

Φk+1,k =
∂f

[
X̂k, k

]
∂X̂k

∣∣∣∣∣∣
xk=x̂k

(14)

Hk =
∂h

∂Xk

∣∣∣∣
xk=x̂k,k−1

(15)

4. Formulation of the Proposed EKF-Elman. Elman neural network is a typical
recurrent neural network which can be capable of reflecting the dynamic characteristic of
a system due to the memorized inner state of the neural network. Elman neural network
has the mechanism of dynamic feedback, which can work well at the smaller number of
the input, reducing the number of neurons in the input layer [8]. The gradient descent
method has been proven to be able to train Elman neural network. However, the gradient
descent method needs a high computational cost, limiting the use of the gradient descent
method in the application.

This paper proposes to use EKF as a learning algorithm to train Elman neural network.
Compared to the gradient descent method, the proposed EKF-Elman considered in this
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paper achieves the better forecasting accuracy while the lower computational cost. Elman
neural network can be described by the following nonlinear discrete-time system:

θ(k + 1) = θ(k + 1) + ω(k) (16)

y(k) = h(θ(k)) + v(k) (17)

where θ(k) is the state vector in the time k, ω(k) the process noise, y(k) the measurement
vector, and v(k) the measurement noise. It is assumed that the process noise and the
measurement noise are independent Gaussian noises, and that the initial state θ(0) is
also independent from both the process noise and the measurement noise. The recursive
formulations of the proposed EKF-Elman can be expressed as follows:

P (k |k − 1) = P (k − 1) + Q(k − 1) (18)

H(k) =
∂h[θ(k)]

∂θ(k)

∣∣∣∣
θ(k)=

⌢
θ (k−1)

(19)

K(k) = P (k|k − 1)[H(k)]T
{
H(k)P (k|k − 1)[H(k)]T + R(k)

}−1
(20)

⌢

θ (k) =
⌢

θ(k − 1) + K(k)
{

y(k) − h
[

⌢

θ(k − 1)
]}

(21)

P (k) = [I − K(k)H(k)]P (k|k − 1) (22)

Consider Figure 1 with r nodes in the input layer, n nodes in the hidden layer, n
feedback nodes from the context layer, and one node in the output layer. The target
output of Elman neural network is represented by y, and the actual output of Elman

neural network is represented by h
(

⌢

θ (k)
)
.

y =
[

w3
10 w3

12 · · · w3
1n

]
xT =

[
w3

10 w3
12 · · · w3

1n

] [
x0 x1 · · · xn

]T
(23)

where y and x represent the 1-dimension output vector of the output layer and n-
dimension output vector of the hidden layer, and w3

1j represents the connection weight
from the jth node in the hidden layer to the node in the output layer. For convenience,

w1
11 w1

12 · · · w1
1n

w1
21 w1

22 · · · w1
2n

...
...

...
...

w1
n1 w1

n2 · · · w1
nn

 =


(w1

1)
T

(w1
2)

T

...

(w1
n)

T

 = w1 (24)


w2

10 w2
11 · · · w2

1r

w2
20 w2

21 · · · w2
2r

...
...

...
...

w2
n0 w2

n1 · · · w2
nr

 =


(w2

1)
T

(w2
2)

T

...

(w2
n)

T

 = w2 (25)

[
w3

10 w3
12 · · · w3

1n

]T
= w3 (26)

where w2
ij is the connection weight from the jth node in the input layer to the ith node in

the hidden layer, and w1
ij is the connection weight from the jth node in the context layer

to the ith node in the input layer.
For the M input samples {um, ym} (m = 1, . . . , M),

h
(

⌢

θ (k)
)

=
[

ŷ1 ŷ2 · · · ŷM
]

(27)

[
ŷ1 ŷ2 · · · ŷM

]
=

(
w3

)T


x1

0
x2

0
· · · xM

0

x1
1

x2
1

· · · xM
1

...
...

...
...

x1
n

x2
n

· · · xM
n

 (28)
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where xm
0 = 1 (m = 1, . . . , M), w3

10 = b2, w2
i0 = b1 (i = 1, . . . , n).

xm
i (k) = f

[
r∑

j=0

w2
iju

m
j (k − 1) +

n∑
l=1

w1
ilx

m
cl (k)

]
(i = 1, . . . , n) (29)

xm
c (k) = xm (k − 1) (30)

xm
i (k) = f

[
r∑

j=0

w2
iju

m
j (k − 1) +
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w1
ilx

m
l (k − 1)

]
(i = 1, . . . , n) (31)
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11f

[
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w2
1ju

m
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w1
1lx

m
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]
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12f

[
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j=0

w2
2ju

m
j (k − 1) +
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l=1

w1
2lx

m
l (k − 1)

]

+ · · · + w3
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[
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j=0

w2
nju

m
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w1
nlx

m
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10 +
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[
r∑

j=0

w2
1ju

m
j (k − 1) +
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l=1

w1
ilx

m
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]
(32)

The system state vector
⌢

θ (k) is composed by weights and thresholds, in total n(1 +
r + n) + (n + 1) parameters of Elman neural network.

⌢

θ(k) =
[

(w1
1(k))

T
, . . . , (w1

n(k))
T

, (w2
1(k))

T
, . . . , (w2

n(k))
T

, (w3(k))
T

]
(33)

H(k) =
∂h [θ(k)]

∂θ(k)

∣∣∣∣⌢
θ (k)=θ(k−1)

=
[

H1(k) H2(k) H3(k)
]T

(34)

H1(k) =
[
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5. Simulation. In this section, the proposed EKF-Elman is initialized and used to fore-
cast the short-term power load. Two cases are used to demonstrate the performance of
the proposed EKF-Elman.

(1) Case 1
This case is from [6]. As can be seen from [6], for the power load normalization data, the

gradient descent method can achieve the best performance as the number of the neurons
in the hidden layer equals 11. In the following, the proposed EKF-Elman is used to predict
the power load normalization data and compare with the gradient descent based Elman
neural network (GD-Elman). It has been proven from the theory that Elman neural
network can realize the approximation for any nonlinear maps. Hence, this paper adopts
the following network structure: 4 nodes in the input layer used to represent thresholds
and actual power load, 11 nodes in the hidden layer determined by try and error, 1 node
in the output layer used to stand for the forecasted power load. And the parameters are
set as follows: n = 11, b1 = 0.96, b2 = 5, λ = 1, P0 = 40, Q0 = 40, R0 = 40. The results
forecasted by the proposed EKF-Elman and the GD-Elman are summarized in Table 1.

Table 1. Results obtained by EKF-Elman and GD-Elman for Case 1

O’clock
Actual power

Algorithms
Forecasting

Errors
Relative

load results errors (%)

9 0.1432
GD-Elman 0.1648 0.0216 15.0645
EKF-Elman 0.1432 −8.0050 × 10−4 0.0590

10 0.5845
GD-Elman 0.6366 0.0521 8.9157
EKF-Elman 0.5405 −0.0440 7.5297

11 0.7942
GD-Elman 0.7900 −0.0042 0.5335
EKF-Elman 0.7939 −2.5521 × 10−4 0.0321

Relative errors = |actual − forecasting|/actual × 100%

Results in Table 1 indicate that the proposed EKF-Elman is more accurate in the
prediction of the power load data than the gradient descent based Elman neural network.

(2) Case 2
The power load data from Nov. 24, 2014 to Nov. 30, 2014 are used to test the prediction

performance of the gradient descent based Elman neural network and the proposed EKF-
Elman. For the better use of the power load data, every 3-day power load data are used as
the input vector while the 4th-day power load data are used as the target vector. Hence,
4 groups of sample data can be used to train the neural network. In the following, the
7th-day power load data are used as the test sample to verify whether the power load
data can be predicted with accuracy. In order to improve the accuracy of the prediction,
the parameter u is used to modify the prediction covariance matrix as

P (k|k − 1) =
[
I − P (k − 1)

(
P (k − 1) + u−1I

)]
P (k − 1)

In this paper, the gradient descent based Elman neural network (GD-Elman), EKF-
aided RBF neural network (EKF-RBF), and the proposed EKF-Elman are used to predict
the power load data and make comparisons. The prediction results obtained by the above
three methods are shown in Table 2.

In order to better show the prediction performance of the three methods, the error and
the relative error between the prediction value and the true value are listed in Table 3.
In the simulations, parameters are set as n = 7, b1 = 1, b2 = 0.729, λ = 4.3, u = 0.101,
P0 = 40, Q0 = 40, R0 = 40. To guarantee the input with larger values to be mapped by
the transfer function with larger gradient, this paper uses the following (40) to normalize
the input data while uses the following (41) to recover the data outputted in the output
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Table 2. Results obtained by GD-Elman, EKF-RBF, and EKF-Elman for
Case 2

O’clock Actual power load Algorithms Forecasting results

9 975.73

GD-Elman 965.6329
EKF-RBF 974.2866

EKF-Elman 974.2612

10 975.94

GD-Elman 945.6105
EKF-RBF 973.9631

EKF-Elman 976.6603

11 973.4

GD-Elman 947.4539
EKF-RBF 974.2615

EKF-Elman 974.2612

Table 3. Errors and relative errors obtained by GD-Elman, EKF-RBF,
and EKF-Elman for Case 2

O’clock Algorithm Errors Relative errors

9

GD-Elman −10.0971 1.0348
EKF-RBF −1.4434 0.14793

EKF-Elman −1.4688 0.15053

10

GD-Elman −30.3295 3.1077
EKF-RBF −1.9769 0.20256

EKF-Elman 0.72026 0.073802

11

GD-Elman −25.9461 2.6655
EKF-RBF 0.8615 0.088506

EKF-Elman 0.8612 0.088477

layer.

y =
x − xmin

xmax − xmin

(40)

x = (1 − y) xmin + yxmax (41)

where xmax, xmin represent the maximum and the minimum in the sample set.
As can be seen from Table 2 and Table 3, both the EKF-RBF neural network and

the proposed EKF-Elman neural network have much higher accuracy than the gradient
descent based Elman neural network. On the one hand, the EKF-RBF neural network is
similar to the proposed EKF-Elman neural network in the prediction accuracy at 9 o’clock
and 11 o’clock. However, at 10 o’clock, the proposed EKF-Elman is superior to the EKF-
RBF in the relative error. On the other hand, the average relative error obtained by
the proposed EKF-Elman is the smallest among the three methods. Hence, the proposed
EKF-Elman can obtain the higher accuracy than the EKF-RBF in the prediction of the
power load data. The main reason that the proposed EKF-Elman is superior to both
the gradient descent based neural network and the EKF-RBF neural network can be
explained as follows. The proposed EKF-Elman combines the advantages of both EKF
and Elman neural network. For one thing, EKF can make reliable estimation on the
states of the nonlinear system as the statistic characteristics are well known. For another,
Elman neural network has an inner feedback loop which can make the neural network
have the ability to reflect the dynamic characteristics of a nonlinear system.

6. Conclusions. The proposed EKF-Elman neural network can combine the advantages
of both EKF and Elman neural network and is more valid than both the gradient descent
based Elman neural network and the EKF-aided RBF neural network in the prediction
of the power load data. The simulations in the two cases indicate the superiority of the
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proposed EKF-Elman neural network to both the gradient descent based Elman neural
network and the EKF-RBF neural network.
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