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Abstract. In the process of software evolution, software architecture gradually becomes
perplexing, which seriously affects the maintenance work in the later period. Although the
traditional software re-architecting method is based on model driven that makes software
architecture achieve a nested form, the software architecture of hierarchy is not clear.
To solve these problems, a hierarchical clustering algorithm based on information loss
(HCBIL) is proposed in this paper. Because the information loss is used as the criterion
of similarity measure, the low information loss of HCBIL algorithm makes the high qual-
ity of clustering in the later stage of clustering. And we refine the character weights, so
as to avoid the strong coupling phenomenon between clusters in the later stage of cluster-
ing. In this paper, we apply the HCBIL algorithm in software re-architecting, and further
put forward the model of software re-architecting. Through the model, software architec-
ture with a clear nesting level is implemented. By the contrast experiment, it is proved
the clustering quality of HCBIL algorithm is higher than that of traditional hierarchical
clustering algorithms, whose similarity computation is based on distance calculation.
Keywords: Software re-architecting, Information loss, Hierarchical clustering, Mutual
information

1. Introduction. In the middle of the 1960s, with the appearance of large capacity, high
speed computer and advanced language, the amount of software development increased
rapidly, which led to the outbreak of the software crisis. Subsequently expose some of the
problems, for example, the progress difficult to predict, the cost difficult to control, and
the product difficult to maintain, which are closely concerned by the software developer.
In the legacy system, the messiness and bloat of the software architecture have a serious
impact on the late maintenance work. In order to overcome the problem, and make
existing software architecture clearer and more readable, that try to seek for an automatic
and effective method to achieve the re-construction, is particularly important.

With the development of data mining technology in the end of 1980s, the clustering
algorithm in data mining has become an important technology in software re-architecting.
Andritsos and Tzerpos [1] proposed an algorithm for comprehension-driven clustering
(ACDC) based on hierarchical clustering method, realizing the software re-architecting,
and basically restoring the structure of nested hierarchical structure. However, ACDC
does not use the method of hierarchical clustering completely, which makes the structure
of the legacy system a simple segmentation, when the software re-architects. Maqbool
and Babri [2] proposed weight combined algorithm (WCA), which adopts the method
of weight assignment to the entity’s characters. However, in the iterative process, the
weak competitive entities are discarded, which leads to the low coupling property of
clusters. So the clustering quality is unsatisfactory. The architecture of the legacy system
is simple to partition and clusters have low coupling property, which become problems
in software re-architecting. Considering the above problems, we propose an improved
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hierarchical clustering algorithm which was named hierarchical clustering algorithm based
on information loss (HCBIL). Through applying this algorithm to software re-architecting,
we get a clear hierarchy view, which shows that the clustering quality is higher.

2. Improved Hierarchical Clustering Algorithm. Hierarchical clustering algorithm
based on information loss (HCBIL) improves the hierarchical clustering algorithm in two
aspects. (1) In construction of character vectors, we divide character weights into global
weight and local weight. (2) HCBIL algorithm uses information loss as the standard of
similarity measure. We will introduce the specific content from the following sections.

2.1. Construction of character vectors. Cluster entities and characters constitute the
two-dimensional matrix, where each entity Ei corresponds to different character vectors
Ci. Ci is defined as follows:

Ci = (Ci1, Ci2, . . . , Cij)

In the definition above, j is the category of entity characters.
In HCBIL algorithm, the character weights are divided into global weight Wj and local

weight wij. The global weight represents the degree of the impact of character on all
the entities, and the local weight indicates the degree of influence on the single entity.
The character vector Ci of the entity Ci which is processed by the weight is expressed as
follows:

Ci =
(
W 1

i ∗ Ci1,W
2
i ∗ Ci2, . . . , W

j
i ∗ Cij

)
;

Wj = λ, λ ∈ (0, 1);

wij =
Nij∑k
j=1 Nij

;

W j
i = Wj ∗ wij =

λNij∑k
j=1 Nij

(1)

In Formula (1), the value of λ is given by experience. Nij represents the number of the
j characters of the entity Ei. k is total number of the category of entity characters.

2.2. Similarity computation. The similarity computation of HCBIL algorithm pro-
posed in this article is based on the information bottleneck theory. As the base of infor-
mation bottleneck, mutual information describes the influence degree of an event on the
appearance of another event. The formula is as follows:

I(X; Y ) =
∑

m∈[0,1]

∑
n∈[0,1]

P (X = m,Y = n) ∗ log
P (X = m,Y = n)

P (X = m) ∗ P (Y = n)
(2)

Among them, P (X = m) stands for the occurring probability of X. P (X = m,Y = n)
stands for the jointly occurring probability of X and Y .

According to Formula (2), the information loss formula is deduced as follows:

σ (Ei, Ej) =
∑

m∈[1,k]
P (Ei) ∗ DKL

(
P (Cm|Ei)∥P

(
Cm|Ẽ

))
+

∑
m∈[1,k]

P (Ei) ∗ DKL

(
P (Cm|Ej)∥P

(
Cm|Ẽ

))
DKL

(
P (Cm|Ej)∥P

(
Cm|Ẽ

))
=

∑
m∈[1,k]

P (Cm|Ei) ∗ log
P (Cm|Ei)

P
(
Cm|Ẽ

) (3)

In Formula (3), P (Cm|Ei) stands for the probability of the m characteristic of entity
Ei. Ẽ stands for the merged entity cluster. The smaller the loss of information is, the
greater the degree of similarity between entities is. A hierarchical clustering algorithm
based on information loss will merge the two entities with the smallest information loss.
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2.3. HCBIL algorithm’s pseudo codes. The steps of hierarchical clustering algorithm
based on information loss are as follows. (1) Data processing: The data obtained from
the legacy system is normalized and weighted. (2) Entity merging: Calculating the in-
formation loss among the entities, then select two entities with the smallest information
loss to cluster, forming the cluster. (3) Updating the character vectors: The calculation
formula of the character vectors of entity clusters C̃ is C̃ = α∗Ci +βCj. Among them, Ci

stands for the character vectors of entity Ei. Cj stands for the character vectors of entity
Ej. (4) Iterative merging: Through re-computing the similarity between entity clusters,
merge the entity clusters with the largest similarity, until the termination conditions are
satisfied. (5) Cluster termination: Calculate the number of layers and the number of clus-
ters. If they reach the given threshold, the clustering is terminated. The pseudo codes of
HCBIL algorithm are as follows.

The pseudo codes of HCBIL algorithm
Input The two-dimensional matrix data of entity-character
Data normalization
// Construction of entity character vectors
for Number of entities i = 1, 2, . . . , n

Character weight W j
i =

λNij∑6
j=1 Nij

// j represents the characters category

The character vector Ci =
(
W 1

i ∗ Ci1,W
2
i ∗ Ci2, . . . , W

j
i ∗ Cij

)
end
// Similarity computation and clustering
if Number of entities or clusters n > n0&&Layer number of clustering N < N0

repeat
for Number of entities i, j = 1, 2, . . . , n

P (Ei) = P (Ej) = 1
n

According to Formula (3), the information loss between the two entities
is calculated of σ(Ei, Ej)

Selecting the smallest σ(Ei0 , Ej0) = Min{σ(Ei, Ej)}
Merging entities Ei0 and Ej0 , thereby forming entity clusters Ẽ
Number of entities or clusters n – –
Layer number of clustering N – –

end
Updating character vectors of clusters C̃ = α ∗ Ci + βCj

Until n ≤ n0&&N ≥ N0

End

3. Software Re-architecting Model Using HCBIL Algorithm. HCBIL algorithm
is applied in the software re-architecting, which makes the structure of the bloated legacy
system back into a clear structure. The steps are as follows. (1) Select legacy system.
We select the software system with long evolution time. (2) Generate UML class diagram
and XML documents. The legacy system source codes input the reverse engineering tool
to generate UML class diagram and XML documents. (3) Data preprocessing. The two-
dimensional matrix data of entity-character are extracted from the XML documents to
deal with noise. (4) Generate the tree structure of clusters. The tree structure of clusters
is finally formed after using HCBIL algorithm for clustering. Software re-architecting
model is shown in Figure 1.

According to the software system which is programmed in different languages, the
selection of cluster entities is also different. We choose the legacy system, which is pro-
grammed by object-oriented language as the object of refactoring. Class is the basis of
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Figure 1. The software re-architecting model

object-oriented language, we take the class as the cluster entity. In order to improve
the quality of the cluster, it is necessary to select the appropriate information as entity
characters. On the one hand, the data is referenced by class; on the other hand, it is
the relationship between the two classes. Based on the above introduction, we select the
following six aspects as the entity characters: (1) the data referenced by class; (2) global
variables referenced by class; (3) local variables referenced by class; (4) association rela-
tionship between classes; (5) generalization relationship between classes; (6) dependency
relationship between classes.

4. Experimental Results and Analysis. We do the experiment to prove that the clus-
tering quality of HCBIL algorithm proposed in this article is higher than the traditional
algorithms, such as CURE algorithm and SBAC algorithm. Among these algorithms, the
similarity calculation of CURE algorithm and SBAC algorithm is based on the distance.
Both CURE algorithm and SBAC algorithm take account of the impact of the character
on entity. In the experiment, we choose Open laboratory management system programed
by Java as the legacy system. Through reverse engineering tool Enterprise Architect, the
source codes of legacy system are generated of UML class diagrams and XML documents.

In the HCBIL algorithm and SBAC algorithm applied in the software re-architecting
experiment, the global weight distribution is according to 5:5:5:3:1:1. Because the HCBIL
algorithm and the SBAC algorithm are different in the similarity computation in the ex-
periment, the same global weight distribution can be given to show whether the similarity
calculation based on information loss is superior to other similarity computation. In the
CURE algorithm applied in the software re-architecting experiment, the global weight
distribution is according to 1:1:1:1:1:1. Because the similarity computation of the CURE
algorithm and the SBAC algorithm is based on the distance method, setting different
global weight distribution in SBAC algorithm and CURE algorithm can reflect the im-
portance of the global weights in the experimental results. Further reflect whether it is
necessary to set the global weight in HCBIL algorithm. The results of the experiment are
shown in Figure 2.

For CURE algorithm in clustering, because the set of global weights is equal, in the
early stage of clustering, the number of clusters is less, and the coupling of clusters is
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Figure 2. Comparison of experimental results of different algorithms
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relatively strong. SBAC algorithm takes account of the influence of global weight, so
the number of clusters is more in the prophase of clustering. However, the distance
between clusters is larger, and the similarity between clusters is low. So the quality
of clustering is not high when clustering again. CURE algorithm and SBAC algorithm
similarity computation is based on the distance method, therefore, their clustering results
show a ladder distribution, and the quality of clustering is not high. Because the HCBIL
algorithm takes account of the influence of the global weight and the local weight, it
not only avoids the strong coupling between the clusters, but also avoids the ladder
distribution. The similarity of HCBIL algorithm is based on information loss, so the low
loss of information between clusters makes high quality of clustering in the later stage of
clustering.

5. Conclusion. By applying the clustering idea to the software re-architecting, we pro-
pose HCBIL algorithm. In the algorithm, the information loss is used as the criterion of
similarity measure. Compared with the traditional similarity measuring method based
on distance, the clustering of outliers sensitive and strong coupling between the clusters
are overcome. Fully considering the influence degree of characteristics to the entity, the
algorithm divides the character weight into global weight and local weight. Experiments
show that the HCBIL algorithm is applied in the software re-architecting not only im-
plements the hierarchical nesting of the software architecture, but also achieves a high
quality of clustering. In the traditional hierarchical clustering algorithms and HCBIL al-
gorithm, the clustering between entities or clusters is “either this or that”. So the entity
after clustering cannot be used as an independent individual to participate in the new
clustering. In further study, we will introduce the fuzzy set theory on the basis of HCBIL,
so as to solve the “either this or that” problem.
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