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Abstract. The development of amount of the Internet information is increasing. The
current search engine needs to be improved of high precision and speech as quickly as
possible. In addition to the development of the algorithms, upgrade computer systems,
we should organize the data in the database; it can help this engine search better and
more exactly. In this paper we present a method to search the related documents based
on clustering. In this, the features are assigned weight by supporting. Experimental
results show that the proposed method is really effective, high accurate and the response
results are quick.
Keywords: Support, Data mining, Text retrieval, Information retrieval, Clustering,
Document retrieval

1. Introduction. The development of Internet brings an explosive amount of informa-
tion on the web. Sometimes, it makes users feel quite hard to read and search information
that they need. Therefore, data mining is hot and related field such as information re-
trieval, information extraction, and data clustering are concerned [1,2].

Information retrieval is a sub field of data mining that aims to store and allow quick
access to a large amount of information. The simplest studies are described by matching
the words that are entered as a search query and the documents in the data warehouse
[3,10]. After that, to increase the effectiveness of search engines, there are several studies
suggesting data organizing task, index documents in the warehouse or ranking data [1,4].
Some others concerned how to select features and reduce it to speed up search engines
[5,6].

Most of data organizing methods use machine learning to cluster (classify) data like
HAC, SVM, neural network or decision tree. After clustered (classified), documents are
organized in clusters with similar kinds of semantic or content [7,8].

Feature reduction is a solution to speed up the search engine. Some studies showed
that, the full features often make system slower. Therefore, to speed up effectively, feature
vectors are needed to reduce. However, the selection of useful features and removing
unneeded features is a difficult problem [5,6]. In this paper, we present a method that
uses support and feature reduction to improve speed of the search engine. Data is also
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organized into clusters. The documents in each cluster are similar of content. National
words in these documents are considered as features. They include nouns, adjectives and
verbs.

The rest of the paper is organized as follows. Section 2 is the presentation of our method
for data organizing. Methodology of Vietnamese document retrieval will be presented in
Section 3. Experiments and results will be shown in Section 4. And finally, Section 5 is
a conclusion and future work.

2. Document Organizing Based on Clustering.

2.1. Feature selection. Feature selection is one of the key topics in machine learning
and other related fields. Real-life datasets are often characterized by a large number
of irrelevant or redundant features that may significantly hamper model accuracy and
learning speed if they are not properly excluded. Feature selection involves finding a
subset of features to improve prediction accuracy or decrease the size of the structure
without significantly decreasing prediction accuracy of the classifier built using only the
selected features.

To overcome the disadvantages of large feature vectors we selected by using a word
segmentation tool for separating word and selecting only national words. A national
word set defined is a set of words that include verb, noun and adjective.

Example 2.1.

2.2. Document organizing based on clustering. Clustering algorithms group a set
of documents into subsets or clusters. The algorithms’ goal is to create clusters that
are coherent internally, but clearly different from each other. In other words, documents
within a cluster should be as similar as possible; and documents in one cluster should be
as dissimilar as possible from documents in other clusters. We use HAC algorithm and
the similarity between two documents based on Euclidean distances is as Equation (1).

d(i, j) =

√(
|xi1 − xj1|2 + |xi2 − xj2|2 + · · ·+ |xip − xjp|2

)
(1)

where d(i, j) is the distance of document i and document j. xik and xjk are the features
that are extracted from document i and document j (in this, they are national words).

3. The Methodology of Effective Document Retrieval.

3.1. Calculating score of features based on support. In the clustering process (Sec-
tion 2.2), there are n clusters made. It is denoted as C and presented as below

C = {C1, C2, . . . , Cn} (2)

In each cluster C, we have a set of documents D.

D = {d1, d2, . . . , dm} (3)

Suppose that, in each cluster C, if we consider a document is a transaction, frequency
of national word is considered as an item, and we have Table 1.

After that, we calculate score of term. We use the improving support (in the association
rule) to assign value to terms. With each term in Table 1, support of it with each C is
calculated as

supp (ti → Cj) =
n(ti)

NCj

(4)
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In which:
- n(ti): number of document in cluster Cj that includes ti
- NCj

: number document in each cluster Cj.

Table 1. Transactions and item set

TID Term
d1 t11, t12, . . .
d2 t21, t22, . . .
...

...
dk tk1, tk2, . . .

3.2. Document retrieval. In the entered query Q, we perform to extract national words.

Q = {w1, w2, . . ., wk} (5)

Then, we calculate total of national words in the query Q with each cluster C.

total supp (QCi
) =

k∑
j=1

supp(wj) (6)

In which:
- supp(wj) is the support of the term wj with cluster C.
The highest of total support is the cluster that is the most similar with the query.
Here is the algorithm to document retrieval. It is called REBDO (Retrieval Effectively

Based on Data Organizing).

REBDO Algorithm

Input: query Q, national word dictionary V
Output: di

Initialization
L = Ø; M = Ø; i = 0;

Begin
1. Segment real words in query Q

For i← 1 to length (Q)
If Q[i] = Match(Q[i], V ) then
L← Q[i];

2. Calculate sum of supporting in each cluster
For each cluster Ck

M←total supp(L(i))
3. Ranking clusters

For i := 1 to count(M) do
K ←M [i];

4. Output results
Sorting (K)’;
Output di in K;

End;

Figure 1. REBDO algorithm
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4. Experiments.

4.1. Corpus. There is no standard corpus for Vietnamese text retrieval now. There-
fore, we built corpus manually. Documents in corpus are downloaded from websites as:
http://vietnamnet.vn, http://tin247.com. There are 1,230 documents in the corpus. Ta-
ble 2 presented some documents in corpus and number sentences in each document.

Table 2. Corpus

Document Source Sentences File name

thongtincongnghe.com 28 18-10.txt

Vietnamnet.vn 15 11-5.txt

Ngoisao.net 12 12-9.txt

Tin247.com 21 13-8.txt

Sohoa.vnexpress 18 16-3.txt

pcworld.com 69 21-10.txt

Vietbao.vn 71 22-1.txt

Pcworld 86 25-4.txt

Echip.com 137 33-4.txt

baomoi.com 39 33-7.txt

All file downloaded from website will be saved in corpus by *.txt and preprocessed.

4.2. Word segmentation. We build a dictionary of national words and use VnTagger
tool that is downloaded from vlsp website to segment words. VnTagger is published on
Internet via address: http://vlsp.hpda.vn:8080/demo/?page=home [11].

4.3. Evaluation. At present, Vietnamese does not have any standard assessment method;
we use recall measure for evaluation. Recall is the fraction of the documents that are rel-
evant to the query that are successfully retrieved.

recall =
#(relevant items retrieved)

# (relevant items)
(7)

For the evaluation, we build a retrieval system and use it to retrieve automatic documents.
It is developed based on C # on Microsoft Visual Studio 2015.

We perform with the queries that relevant several topics as finance, health, sport, travel,
tablet and electricity. Table 3 shows the result of travel topic is not better than others,
because it includes some sub topics as culture, culinary, weather and geography.

5. Conclusion. The task of information retrieval based on content has been concerned
by researchers and scholars when the current systems still search by keyword or phrase.
In this paper, we propose an effective method for information retrieval based on content
and added objectives are fast and accurate. With the results of experimental it shows
that, our method is really effectively to reduce complex computing and time for processing
when performing with Vietnamese text. In the near future, we will develop a system that
is based on our proposed method and test with real data on the Internet.
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Figure 2. The Vietnamese document retrieval system

Table 3. Some topics for retrieving

Topic Number of relevant documents Recall
Finance 26 0.23
Health 20 0.167
Sport 63 0.155
Travel 42 0.514
Tablet 30 0.113

Electricity 78 0.12
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