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Abstract. An active learning-based (AL) framework for low-resource statistical ma-
chine translation (SMT) is an efficient and feasible way to acquire a number of high-
quality parallel data to improve translation quality. One of the key issues in this frame-
work is to select the most informative sentences from the monolingual corpus for hu-
man translation. However, when the sentence length in the monolingual corpus varies
over a wide range, the basic selection algorithm performs worse than random selection.
This paper proposes two improved algorithms, namely the sentence length-informed (SLI)
and the weighted sentence length-informed (WSLI) methods, to alleviate the influence
of the sentence length on selection performance by introducing a length penalty fac-
tor to dynamically penalize shorter sentences. Simulation experiments on small-scale
NIST Chinese-English task, French-English WMT task and English-Spanish automatic
post-editing (APE) task show that the proposed methods significantly improve translation
quality compared to the random and the basic selection methods.
Keywords: Active learning, Low resource language, Informative sentence, Monolingual
data

1. Introduction. Statistical machine translation (SMT) is a data-driven method, where
the scale and quality of the parallel data, and especially the large-scale high quality
parallel data, are crucial for obtaining good translation performance.

However, it is not the case for many resource-poor language pairs, such as Urdu-English
and Chinese-Italian, where large amounts of speakers exist for both languages. A number
of methods have been presented to alleviate this problem, such as paraphrasing [1, 2, 3],
and utilizing other rich resources [4, 16, 17]. Considering the reality that a large amount of
monolingual data can be easily acquired from the Web or other digital media, the active
learning framework for SMT has been proposed to facilitate the issue of parallel data
scarcity [5, 6, 7, 8, 9, 10, 13, 14]. In this framework, only a little human involvement can
bring a significant improvement to the translation performance via manually translating
information-rich monolingual sentences.

One of the key issues in the AL framework is to choose the information-rich sentences.
As to the SMT task, the basic idea of selecting sentences with high information is to find
some sentences at each iteration to maximize the improvement in translation quality. In
doing so, the sentences selected contain rich information. Intuitively, if phrases or words
in a sentence occur frequently in the unlabeled (monolingual) data while appearing less
in the labeled (parallel) data, this sentence might be more informative to the labeled
(small-scale parallel) data because it introduces more new knowledge.
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In this paper, we utilize three language pairs, namely Chinese-English, French-English
and English-Spanish, with small-scale parallel data sets to study the AL-based frame-
work for low-resource SMT.1 Firstly, we studied the basic sentence selection algorithms,
that is, the translation unit based strategies, and found in our experiments that these
algorithms are apt to select shorter sentences compared to the random method, which
makes the system performance worse [13, 14]. Based on our observations and analysis,
we then proposed two improved algorithms, namely the sentence length-informed and the
weighted sentence length-informed methods, to improve the performance and robustness
of algorithms. Experimental results on these language pairs show the effectiveness of the
proposed methods compared to the baseline.

The remainder of this paper is organized as follows. Section 2 briefs the related work on
AL-based SMT. In Section 3, the basic and our modified AL frameworks for low-resource
SMT are introduced. Section 4 formalizes the informative sentence selection question and
describes three basic translation unit-based selection algorithms. Based on the findings
and investigations, two improved sentence selection algorithms are proposed in Section 5
and comparative experiments with the baseline and the basic algorithm are carried out
in Section 6. Section 7 concludes and gives avenues for future work.

2. Related Work. The topic of AL-based low-resource SMT has attracted a number of
researchers. Haffari et al. [5] firstly proposed a practical active learning framework for
SMT where a number of high-quality parallel data are acquired from large-scale mono-
lingual data. Proper human costs are iteratively involved to translate information-rich
sentences. Experimental results show that generally the translation unit-based selection
strategies, namely phrases and n-grams, performed best compared to other methods such
as random selection, translation confidence, and inverse model. They also applied the
active learning framework to multilingual language pairs to acquire high-quality parallel
data and verified its effectiveness [6].

In 2010, Ambati et al. proposed an active crowd translation (ACT) paradigm where
active learning and crowd-sourcing come together to enable automatic translation for low-
resource language pairs. Active learning is used to reduce costs of label acquisition by
prioritizing the most informative data for annotation, while crowd-sourcing reduces costs
by using the power of the crowd to replace expensive language experts. They compared
active learning strategies with strong baselines, and showed significant improvements in
translation quality even with less data [7]. In 2011, Ambati et al. came up with another
active learning approach with multiple annotations for addressing the problem of building
comparable corpora in low-resource scenarios. Experimental results also showed that the
active learning strategy is effective [9].

In 2012, Bakhshaei and Khadivi applied a pool-based active learning strategy for im-
proving Farsi-English MT. They increased n in the n-gram feature from 4 to 5, and
verified that the sentence selection algorithms such as translation units, and translation
confidence, perform better than the random selection method for this task [10].

In 2013, Du and Zhang applied the AL framework to Chinese-English SMT and found
that the sentence length has a significant impact on system performance. They proposed
a sentence length filtering strategy to filter out short sentences, and the experimental
results showed that the translation unit-based method outperformed the random selection.
However, in practical scenario, there are not enough parallel resources for low-resource
language pairs, so this strategy of removing short sentences is not feasible [13].

1While for practical purposes, we acknowledge that these three language pairs hardly merit description
as resource-poor, we utilize relative small amounts of training data to simulate SMT in low-resource
applications. Having demonstrated the effectiveness of our proposed algorithms on these small data sets,
in future work we intend to expand our experiments to resource-poor language pairs and tasks.
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In 2014, Du et al. proposed a sentence length-informed method to improve the per-
formance of AL-based SMT. This method introduced a dynamic factor to penalize short
sentences in the process of informative sentence selection. Their experimental results on
Chinese-English and French-English tasks showed that the proposed method significantly
outperformed the random selection. However, the sentences selected by the sentence
length informed method are remarkably longer than the random method, which would
significantly improve the human cost [14].

This paper firstly reviews the active learning framework for SMT and basic informative
sentence selection algorithms, and then proposes two improved informative sentence se-
lection algorithms – a sentence length-informed and a weighted sentence length-informed
– to better select informative sentences.

3. Active Learning Framework for SMT. The basic workflow of the AL framework
for SMT is to obtain parallel data from large-scale monolingual corpora and add this to
the initial small-scale parallel corpus for training.

We denote the initial parallel corpus as L := {(fi, ei)}, and the large-scale monolingual
corpus as U := {fj}. The key step is to design an algorithm to select highly informative
sentences and submit them to human translators. A workflow of the AL framework is
illustrated in Figure 1.
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Figure 1. The workflow of active learning framework for SMT

Generally, the active learning framework has two prerequisites:

• a small-scale initial parallel corpus used to build a baseline SMT system;
• a large-scale monolingual corpus to acquire extra bilingual data.

More importantly, there are two key research issues in the AL framework for SMT:

• how to design an efficient algorithm to evaluate the information that a sentence
contains and select the information-rich sentences;

• how to utilize the new parallel data to train and update the SMT system.

In our work, we mainly focus on the first question, i.e., studying the informative sentence
selection algorithms on different language pairs.
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As to the second issue, different from the system used in Haffari & Sarkar [6], we only use
the L-trained model to run our SMT system at each iteration without the extra translation
model that is trained by U and its translation hypothesis [13]. Thus, the modified active
learning framework using translation units based methods in our experiments is shown in
“Algorithm 1”.

Algorithm 1 Modified AL-SMT
1: Given bilingual corpus L, and monolingual corpus U .
2: MF→E = train(L)
3: for t = 1, 2, . . . , N do
4: Generate “Phrase Set” and compute sentence scores
5: Select k sentences from U , and acquire human translation
6: Remove the k sentences from U , and add the k

sentence pairs to L.
7: Update MF→E = train(L)
8: Evaluate the system performance on the test set.
9: end for

4. Basic Sentence Selection Algorithms.

4.1. Mathematical description. We formalize the information-rich sentence selection
algorithm as follows.

Given a monolingual corpus U , an initial parallel corpus L, and a sentence s consisting
of m possible translation units {x|x ∈ Xm

s } in U , the goal is to choose a sentence ŝ with
the highest score ϕ under a certain metric F as the most informative candidate. Therefore,
the metric F to evaluate how much information a sentence has is the most important in
a selection algorithm. This process can be defined as a quadruple in (1):

ϕ(s) = F (X, s, U, L) (1)

4.2. Geom-phrase and Arith-phrase algorithms. In these two methods, the basic
unit for computing the score ϕ(s) of a sentence s is the phrase. The Geom-Phrase algo-
rithm is as in (2):

ϕ(s) =

 ∏
x∈Xm

s

P (x|U)

P (x|L)

 1
|Xm

s |

(2)

where Xm
s is the set of possible phrases that the sentence s can offer, P (x|U) and P (x|L)

are the probabilities of observing x in U and L, respectively, which are calculated as in (3)
and (4):

P (x|U) =
count(x) + ϵ∑

x∈Xm
U

count(x) + ϵ
(3)

P (x|L) =
count(x) + ϵ∑

x∈Xm
L

count(x) + ϵ
(4)

where ϵ is the smoothing factor. Xm
U indicates the set of phrases that indeed occur in U ,

and Xm
L represents the set of phrases that truly appear in L.
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The Arith-Phrase method is the logarithmic form of “Geom-phrase” as defined in (5):2

ϕ(s) =
1

|Xm
s |

∑
x∈Xm

s

P (x|U)

P (x|L)
(5)

Haffari et al. [5] extracted the phrases used in Equation (2) and Equation (5) from the
k-best list of translations of a sentence s in U . Additionally, they obtained the out-of-
vocabulary (OOV) from the translations and gave them a uniform probability. However,
the k-best list cannot provide all possible phrases that a source sentence can offer. In
order to make the phrase set approximate to a complete set, i.e., include all possible
phrases that a sentence can offer, we utilize the phrase table generated by L to retrieve
all possible phrases and collect OOVs that do not occur in the phrase table.

4.3. Geom n-grams. More generally, n-grams are often used as an alternative to phrases
to measure the importance score. The resulting score is the weighted combination of the
n-gram-based scores, as in (6):

ϕ(s) =
N∑

n=1

ωn

|Xn
s |

∑
x∈Xn

s

log
P (x|U, n)

P (x|L, n)
(6)

where Xn
s {n = 1, . . . , N} denotes n-grams in the sentence s, and P (x|U, n) and P (x|L, n)

are the probabilities of x occurring in the set of n-grams in U and L, respectively. ωn is
the weight that adjusts the importance of the scores of n-grams with different lengths.

In previous work, the “Geom n-grams” performed worse than the “Geom-Phrase” and
“Arith-Phrase” methods on many language pairs [6, 13], so we use the “Arith-Phrase” as
the state-of-the-art translation unit-based method to carry out our study.

5. Improved Arith-Phrase Algorithms. The basic informative sentence selection al-
gorithms cannot handle the data with sentence length varying in a wide range. Thus, we
propose two different strategies described below.

5.1. Improved Algorithm 1: Sentence length-informed method. The ideas be-
hind our improved algorithms are inspired by the problem of the basic Arith-Phrase
selection algorithm which is prone to select shorter sentences. In order to alleviate these
problems, we intuitively introduce a brevity penalty to penalize these short sentences to
reduce the possibility of their being selected. We denote this method as “sentence length-
informed (SLI)” algorithm (we use “Arith-Phrase-Penalty” for short in our experiments).

Since the basic Arith-Phrase is used as the typical selection algorithm in our AL frame-
work, we modify it by adding a brevity penalty factor into Equation (5), as rewritten
in (7):

ϕ(s) =

 1

|Xm
s |

∑
x∈Xm

s

P (x|U)

P (x|L)

 × BP (7)

where BP is the brevity penalty as defined in (8):

BP =

{
1 if c > r

e1− r
c if c ≤ r

(8)

where r is the average sentence length of the monolingual corpus U at each iteration, and
c is the length of the sentence to be selected. r is dynamically updated at each iteration
with the change of the monolingual corpus U after the informative sentences are selected.

2“Arith-Phrase” is more accurate than “Geom-Phrase” in program implementation due to the problem
of multiplication of very small probabilities, so we mainly use it as the basic algorithm in our experiments.
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5.2. Improved Algorithm 2: Weighted sentence length-informed method. This
algorithm is proposed due to the findings that our SLI algorithm penalizes over-harshly the
short sentences which will be discussed in Section 6. Therefore, we propose a “weighted
sentence length-informed (WSLI)” algorithm (we use “Arith-Penalty-Weight” for short)
to better balance the sentence length and the human cost, as in (9):

ϕ(s) =

 1

|Xm
s |

∑
x∈Xm

s

P (x|U)

P (x|L)

 × WBP (9)

where WBP is the weighted brevity penalty as defined in (10):

WBP =

{
1 if ω · c > r

e1− r
ω·c if ω · c ≤ r

(10)

where r is the average sentence length of the monolingual corpus U , c is length of the
sentence to be selected, and ω is the weight to control the penalty factor to balance the
sentence length and human cost of translation. ω is set empirically as follows.

• The purpose of introducing the weight ω is to select informative sentences that are
expected to be no longer than those selected by the Random method.

• We use the ratio between the two overall average sentence lengths of sentences se-
lected by Random and Arith-Phrase, respectively, to decide the weight ω. Empiri-
cally, we set ω to 1.5 in our experiments.

6. Experiments on Improved AL Framework.

6.1. Experiment setup. The language pairs in our experiments are Chinese-English,
French-English and English-Spanish. For Chinese-English and French-English pairs, the
initial parallel data and monolingual data are randomly selected respectively from the
NIST Chinese-English FBIS corpus and WMT News Commentary corpus, where the
parallel data contains 5k pairs and the monolingual data includes 20k sentences.

The development set for the Chinese-English task is the NIST 2006 current set (1,664
sentences with four references for each source sentence), and the test sets are the NIST
2005 current set (1,082 sentences with four references for each source sentence) and 2008
current set (1,357 sentences with four references for each source sentence). The develop-
ment set for the French-English task is the WMT Newstest 2013 (3,000 sentences with
one reference for each source sentence), and the test set is the WMT Newstest 2014 (3,003
sentences with one reference for each source sentence).

For the English-Spanish pair, we use the data from the WMT Automatic Post-Editing
(APE) Shared Task. The parallel data are edited by humans from the translations of an
unknown MT system, so it can reflect human cost to some extent. The APE task only
contains 11,272 parallel sentences as the training data, and 1,000 parallel sentences as
the development set. In order to adapt these data to our task, we extract 1,272 parallel
sentences as the initial parallel corpus L, and the remainder as the monolingual corpus U .
We split the original development set into two parts (500 sentences for each part), where
the first half is used as the “devset” and the other as the “testset” in our experiments.

We utilize Moses (Koehn et al., [11]) to indirectly evaluate the performance of sentence
selection algorithms in terms of BLEU score [12]. The language model is 5-gram built
from the target side of the bilingual corpus.

We use the same system set-up as in Haffari et al. [5], i.e., the iterations in the AL
framework is set to 25, and at each iteration, 200 informative sentences are chosen from
the corpus U ; the smoothing factor ϵ in Equation (3) and Equation (4) is set to 0.5.
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6.2. Experimental results. In our previous experiments of comparing the Arith-Phrase
method with the Random method, we found that Arith-Phrase performs worse than
Random. Therefore, we set the Random method as the baseline to compare with the
proposed two algorithms, namely the Arith-Phrase-Penalty and the Arith-Penalty-Weight,
in terms of BLEU score. The comparison curves for all iterations and the BLEU scores of
the last iteration for all tasks are shown in Figure 2 and Table 1, respectively. In Table 1,
all the significance tests use bootstrap method [15].3
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Figure 2. Experimental results of sentence length informed (Arith-
Phrase-Penalty) and weighted sentence length informed (Arith-Penalty-
Weight) methods compared to the baseline (Random)

Table 1. Results of three methods at the last iteration

Method/Task
ZH-EN

NIST2005
ZH-EN

NIST2008
FR-EN WMT EN-ES APE

Random 15.44 12.47 16.68 27.93
Arith-Phrase-Penalty 15.73 12.64 17.31 29.21
Arith-Penalty-Weight 16.01 12.81 17.01 29.00

In Figure 2, the first figure shows the BLEU scores of the Random, Arith-Phrase-
Penalty and Arith-Penalty-Weight methods on the Chinese-English NIST 2005 test set.
The second shows the results of the Chinese-English NIST 2008 test set, the third shows
the results of the French-English WMT test set, and the fourth shows the results of the

3http://projectile.sv.cmu.edu/research/public/tools/bootStrap/tutorial.htm.



1432 G. XIE, X. WANG AND J. DU

English-Spanish APE data. All the curves come from the polynomial fitting of real BLEU
scores at each iteration.

From Figure 2 and Table 1, we can see that in all tasks, our two improved informa-
tive sentence selection algorithms outperform the Random method in terms of BLEU
score, which demonstrates the effectiveness of the proposed algorithms. In addition, the
Arith-Penalty-Weight performs better than the Arith-Phrase-Penalty on the Chinese-
English task and a little of worse than the Arith-Phrase-Penalty on the French-English
and English-Spanish tasks in terms of BLEU score. We hypothesize that this might be
the case as currently ω is a fixed weight and is not discriminatively optimized in our
experiments, so it is not optimal for all three language pairs. This will be part of our
future work.

7. Conclusion and Future Work. This paper studies the active learning framework
and different information-rich sentence selection algorithms for resource-poor SMT. Based
on previous work on the Arith-Phrase method in which the sentence length is an important
factor to affect system performance when the length of sentences in the monolingual corpus
varies over a wide range. Therefore, we proposed two improved algorithms, namely the
SLI and the WSLI to penalize shorter sentences which often are selected as the most
informative sentences. Experimental results on three language pairs demonstrate that
the proposed methods significantly outperform the Random method, and are effective for
the active learning based resource-poor SMT.

In future work, we intend to carry out further studies on the AL framework regarding
1) presenting improved sentence selection algorithms that contain rich knowledge to bet-
ter quantize the information in a sentence; 2) proposing novel solutions that can better
balance the tradeoff between exploration and exploitation, and further decrease the
human cost in the AL framework; 3) having successfully demonstrated the effectiveness of
our two new algorithms on somewhat simulated resource-poor tasks, we will apply them
to actual resource-poor scenarios.
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