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Abstract. Aiming at the problems of the difficulty of measuring global outliers for un-
even distribution data, and the outlier information being easily disturbed by malicious
third-party in the information sharing or transmission process, an algorithm of micro-
cluster instability privacy preserving outlier detection (MIPPOD) is proposed. Firstly,
the original data is divided into micro-clusters based on the density and neighbors. Sec-
ondly, outlier detection based on instability factor is performed for each cluster. Finally,
the directional transformation is performed according to the micro-cluster instability fac-
tors to achieve the privacy preserving of outlier information. The receiver can identify
anomaly objects effectively and the hidden data can be restored completely. The verifi-
cation experiments are performed on simulated and real datasets respectively. By com-
parison and security analysis, this algorithm has obvious advantages on outlier detection
and a good privacy preserving performance.
Keywords: Outlier detection, Privacy preserving, Micro-cluster instability factor, Di-
rectional transformation

1. Introduction. Outlier detection [1] is a very important research issue in data mining
and data management. The main goal is to quickly and accurately detect the outliers from
the complex data environment, which deviate so much from the normal (expected) objects.
At present, outlier detection algorithm [2-5] can be roughly divided into distribution-
based, depth-based, distance-based, clustering-based and density-based approaches. In
recent years, outlier detection has been widely applied in credit card fraud detection,
network intrusion, medical health and other fields [6,7].

With the expansion of application requirements, outlier detection must also consider
privacy preserving issues. The so-called privacy preserving [8-11] is to hide information
that the user considers private by means of some techniques, so as to improve the security
of sensitive information. Combining privacy preserving techniques with outlier detection
can protect sensitive outlier information. The outlier information is easily disturbed by
malicious third-party in the information sharing or transmission process. It is necessary
to study the information privacy preserving methods of anomaly data so that it becomes
very similar to normal data. While studying how to detect anomaly data efficiently and
accurately, it can ensure the security and integrity of the anomaly data in the sharing or
transmission process, and reduce the amount of information and parameters transmitted.

In this paper, we present an algorithm of micro-cluster instability privacy preserving
outlier detection. The technical contributions of this paper are summarized as follows.

1) Outlier detection based on micro-cluster instability factor is proposed to overcome
the difficulty of measuring global outliers for uneven distribution data significantly;
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2) Directional transformation is proposed based on the micro-cluster instability factors
to achieve the privacy preserving of outlier information, and the corresponding restoration
of hidden data is presented to recover the original data completely;

3) The experimental evaluations conducted demonstrate the promising efficiency and
effectiveness of the proposed algorithm for privacy preserving outlier detection.

The rest of the paper is organized as follows. Some statements and definitions are
introduced in Section 2. Section 3 presents our algorithms for micro-cluster instability
privacy preserving outlier detection. The restoration of hidden data is presented in Section
4. Section 5 presents the experiment evaluations. The final section concludes the whole
paper and points out the future research directions.

2. Problem Statement and Formal Definitions. [6] proposes a new robust outlier
detection using the instability factor (INS). INS improves the problem that is sensitive to
parameter. The changes of accuracy by INS are minor when the parameter is changed.
However, INS hardly finds a proper parameter to detect the local outliers and global
outliers simultaneously. Huang et al. [7] present a non-parameter outlier detection algo-
rithm based on natural neighbor. As the KD-tree is introduced into the natural neighbor
searching, it has high complexity. And it does not consider privacy preserving.

In order to solve the above problems, the datasets are divided into micro-clusters, and
then the outlier detection algorithm is carried out for each cluster. Due to the uneven
distribution data, the ideas of density and nearest neighbor are used to divide the micro-
clusters. Meanwhile, the perturbation technique, namely directional transformation, is
explored based on the micro-cluster instability factor. An algorithm of micro-cluster
instability privacy preserving outlier detection is proposed to effectively overcome the
difficulty of measuring global outliers for uneven distribution data. The definitions and
calculations involved are as follows.

Definition 2.1. The k center of gravity. Let σk(p) denote a set of k nearest neighbors
of an object p, namely σk(p) = {q|d(p, q) ≤ d(p, pk)}, where d(p, q) is the distance between
objects p and q, and pk is the k-th nearest neighbor of object p. The center of gravity at
a given σk(p) is then defined as a centroid of the objects in σk(p), which is given by

mk(p) =
1

k + 1

∑
q∈σk(p)

Xq (1)

where Xq = (xq1, xq2, . . . , xqd) is the coordinates of the object q observed in a d-dimensional
space (under the assumption that the space is Euclidean).

Definition 2.2. Absolute difference. Let θi(p) denote the distance between mi(p) and
mi+1(p), which is defined by the following equation:

θi(p) = d (mi(p),mi+1(p)) , i = 1, 2, . . . , k − 1 (2)

The absolute difference between θi(p) and θi+1(p), denoted as ∆θi(p), is defined as:

∆θi(p) = |θi(p) − θi+1(p)| , i = 1, 2, . . . , k − 2 (3)

Definition 2.3. Instability factor. The instability factor [6], and INS (p, k) are defined
by the following equation:

INS (p, k) =
k−2∑
i=1

∆θi(p) (4)

A high value of INS (p, k) indicates that p is a good candidate for an outlier.
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Definition 2.4. Directional transformation. Directional transformation belongs to a
new method of perturbation techniques. Before the directional transformation operation,
the instability factor is normalized, and its calculation is as below:

INS p =
INS (p)

10 ∗ INSmax

(5)

where INS p is the instability factor after the object p is normalized, and INSmax represents
the maximum instability factor in the micro-cluster. INS p is constructed by 10 times,
which is normalized to [0, 0.1].

The directional transformation illustrated in Figure 1, is constructed and calculated by
the micro-cluster instability factor. A, B, C and D are anomaly objects and they are
transformed into A′, B′, C ′ and D′. Due to perturbation direction being considered in the
directional transformation, the formula is as follows:

d(p, p′) = (1 − INS p)d(p, pmin) (6)

where p′ represents the object after the directional transformation, and pmin is the min-
imum instability factor in the micro-cluster. d(p, p′) represents the distance between the
objects. In the restoration of hidden data, the directional transformation can be inversely
operated according to Formula (6).

Figure 1. Directional transformation

3. Privacy Preserving Outlier Detection. Micro-cluster instability privacy preserv-
ing outlier detection (MIPPOD) involves the micro-cluster partitioning and the instability
factor. Firstly, in order to effectively distinguish different clusters, the dataset is divided
into micro-clusters based on the density and neighbors. Secondly, the instability factors of
data objects are calculated for each micro-cluster, and outliers are detected by the Top-N .
Finally, the directional transformation is performed according to the micro-cluster insta-
bility factors of outliers. Therefore, these anomaly objects are completely transformed
into the data similar to the normal data and hidden in the normal dataset, to achieve the
privacy preserving of outlier information.

3.1. Micro-cluster partitioning. Clustering is a way of partitioning data objects based
on data relationships (distances). Its main goal is to make the objects as similar as
possible in the cluster, while the objects in different clusters are as different as possible.
DBSCAN [12] is commonly used for clustering. The micro-cluster partitioning in this
proposed algorithm involves the density of the DBSCAN algorithm. After the DBSCAN
being performed to identify the core points and boundary points, the non-core objects are
divided by those queried neighbor cluster identifiers. So all data objects are divided into
clusters. The algorithm of micro-cluster partitioning is as follows.
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Algorithm 1: Micro-cluster Partitioning
Input: Original Dataset D; Neighborhood Density Threshold MinPts
Output: Micro-cluster Dataset
1. Repeat
2. Determine whether the initial point is the core object;
3. Find all direct density points in the r neighborhood of the core object;
4. Until all objects are judged;
5. Repeat
6. For the direct density reachable objects, the maximum densities of connected

object clusters are found, which involve cluster merging;
7. Until the r neighborhood of all core objects are traversed;
8. For those non-core object, query which identified cluster those nearest
neighbors belong to and assign them to the neighbor clusters.

This Algorithm 1 involves the neighborhood radius r and the neighborhood density
threshold MinPts . The neighborhood radius can be adaptive to the mathematical model
and only the threshold MinPts needs to be determined.

3.2. MIPPOD. The MIPPOD is operated based on the micro-cluster partitioning. The
k nearest neighbor and Top-N parameters are involved [6]. The k nearest neighbor is
used to calculate the center of gravity, and the Top-N is used to determine the number
of anomaly objects. Due to micro-cluster partitioning, the k parameter here is selected
by the relative neighbors in the micro-clusters, namely n1 − 1, where n1 is the number
of objects in the micro-cluster. The number of anomaly objects in each micro-cluster is
different. There are multiple values for the Top-N parameters [5,11], which need to be
presupposed in each cluster.

The privacy dataset includes cluster identifiers and instability factors, and the cluster
identifiers need a one-to-one correspondence with the original data. The instability factors
of these data objects participating in the directional transformation are reserved in the
micro-cluster, and the instability factors of other data objects are set to 0. Because of the
relatively fewer outliers, the amount of information transmitted in the privacy dataset is
less, and the data transfer rate is improved. The instability factor in this algorithm is
the key parameter, which is used for outlier detection, directional transformation and the
restoration of hidden data. The MIPPOD algorithm is as follows.

Algorithm 2: MIPPOD
Input: Original Dataset D; Neighborhood Density Threshold MinPts ; Top-N
Output: The Hidden Dataset; Privacy Dataset
1. Algorithm 1 is used to obtain the micro-cluster dataset;
2. For each cluster:
3. Find the k nearest neighbor objects for each data object;
4. Calculate the center of gravity, absolute difference and instability factor;
5. Each object is normalized by the maximum instability factor and sort them

in descending order;
6. Outliers are detected and marked by the presupposed Top-N ;
7. According to the formula and the data object with the minimum instability

factor, directional transformations of these marked outliers are carried out;
8. Return a privacy dataset of cluster identifiers and instability factors;
9. Return the hidden dataset.
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3.3. The complexity analysis. Assuming that n is the number of objects in the dataset,
the complexity of MIPPOD is T (n) = O

(
n2

)
+ O

(
n2

1

)
= O

(
n2

)
, where n1 is the number

of objects in the micro-cluster. In terms of complexity, the proposed MIPPOD is the
same as the DBSCAN, LOF (local outlier factor) [13] and INS. This algorithm protects
the outlier information after outlier detection, which is different for the purpose of other
algorithms. In addition, the number of objects in the micro-clusters is less than those in
the original dataset. Therefore, the space complexity of this algorithm is lower than that
of the traditional algorithms. So the complexity of the whole MIPPOD algorithm has a
certain advantage.

4. The Restoration of Hidden Dataset. After receiving the hidden dataset and pri-
vacy dataset, the receiver needs to recover the data so as to further explore the overall
data. In the process of data transmission, the sender performs directional transformation
of the original data, making the sensitive outlier information hidden and protected.

The receiver receives the hidden dataset and privacy dataset. According to the marks
of privacy dataset, clusters are partitioned and data objects with the minimum instability
factor are found in each cluster. Then the directional transformation is inversely operated
to restore the hidden data. The data objects with the instability factor of 0 represent the
original data, while the remaining data objects are involved in the directional transfor-
mation, in which the data information corresponds to each other. The hidden data can
be restored accurately and correctly.

The receiver can directly obtain the anomaly objects according to the received dataset,
without secondary outlier detection, and the overall data information can be gained by
the restoration. Only the receiver knows the outliers information, and the third-party
cannot obtain or tamper with sensitive outlier information so as to ensure the whole
dataset security and privacy.

5. Experimental Results and Analysis. The verification experiments are performed
to verify the feasibility and effectiveness of the algorithm by simulated datasets and real
datasets. The software and hardware environment of this experiment are as below:

Operating system: Windows7 x64; Software platform: MATLAB R2014a; Pro-
cessor: Intel Pentium-B960; Master frequency: 2.20GHz;Running memory: 4GB.

5.1. Experiment of simulated datasets. In order to show the visualization effects of
MIPPOD, two simulated datasets are selected. One is a regularly distributed dataset,
including 1000 data objects, and three clusters randomly generated by Gaussian distribu-
tion. The other is an irregularly distributed dataset that contains 832 data objects and is
divided into two clusters. Figure 2 and Figure 3 show the detection results of MIPPOD
on these two simulated datasets respectively. According to the detection results of the
regularly distributed dataset and irregularly distributed dataset, the MIPPOD can effec-
tively detect and hide anomaly objects. The effect on the irregularly distributed datasets
is more obvious, ensuring the security of data information and achieving a good result.

Figure 4 and Figure 5 show the restoration of hidden dataset with regular distribution
and irregular distribution respectively. It can be seen that the anomaly objects can be
restored completely and the effects are ideal.

5.2. Experiment of real datasets. The contrast experiments are conducted on real
datasets taken from UCI machine learning repository [14] to further validate the prior-
ity over other algorithms. Seven real datasets are chosen to carry out the performance
comparison and analysis, with different scales and dimensions. The brief information of
chosen datasets is described in Table 1.

A. Detection Rate (DR). DR [2,11] is defined as the ratio between the number of
outliers detected by the system to the total number of outliers presented in the dataset,
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Figure 2. Detection results of the regularly distributed dataset: (a) orig-
inal dataset, micro-cluster partitioning; (b) the results of MIPPOD, cluster
1 Top-N = 125, cluster 2 Top-N = 50, cluster 3 Top-N = 60; (c) the
hidden dataset; (d) the results of INS on the original dataset, Top-N = 235

i.e., DR = (No. of detected outliers)/(No. of outliers). The greater the value is, the
more the number of outliers is detected. The seven datasets are tested by the proposed
algorithm DBSCAN, LOF and INS. Due to the inconsistent dimensions of the selected
datasets, the datasets are analyzed and preprocessed first. The DR results are shown in
Table 2, and a line chart is drawn as Figure 6.

As shown in Figure 6, the DR of MIPPOD is the same as that of LOF and INS in
Pima and Optdigits, but they are prior to the DBSCAN. The DR of MIPPOD is higher
than that of DBSCAN, LOF and INS in other datasets, which are related to the data
attributes. In comparison, the effect of MIPPOD is better.

B. Repetition Rate (RR). In view of the outlier objects detected in the original
dataset, whether these objects are detected as anomaly objects after the perturbation
processing is measured by repetition rate [11]. It is shown as RR = (No. of outliers
again)/(No. of detected outliers). And its value is smaller, explaining that the outlier
information hiding is better. The detection results are shown in Table 3. It can be seen
that the DR of the hidden datasets is lower, and the number of outliers detected is smaller
in the hidden dataset. Meanwhile, using the MIPPOD to detect the anomaly objects,
there are no outliers that have been detected before. The anomaly objects information
obtained before and after the directional transformation is completely different, and the
RR of the outliers are 0.

C. Hiding Failure. Hiding failure is the portion of sensitive information that is not
hidden by the application of a privacy preservation technique. The MIPPOD can detect
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Figure 3. Detection results of the irregularly distributed dataset: (a) orig-
inal dataset, micro-cluster partitioning; (b) the results of MIPPOD, cluster
1 Top-N = 27, cluster 2 Top-N = 15; (c) the hidden dataset; (d) the results
of INS on the original dataset, Top-N = 42

Figure 4. The restoration of the regularly distributed dataset
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Figure 5. The restoration of the irregularly distributed dataset

Table 1. Properties of datasets

Dataset No. of records No. of attributes No. of outliers
Ionosphere 351 34 126

Wdbc 569 30 212
Pima 768 8 268

Spambase 4601 57 1813
Optdigits 1797 64 449
Statlog 6435 36 626
Covtype 286048 10 2747

Table 2. The DR results with DBSCAN, LOF, INS and MIPPOD

Dataset DBSCAN/% LOF/% INS/% MIPPOD/%
Ionosphere 84.7 86.4 87.8 92.1

Wdbc 84.5 88.1 89.7 92.0
Pima 85.8 89.4 89.2 89.2

Spambase 83.5 87.2 87.9 89.9
Optdigits 83.9 85.8 85.5 86.1
Statlog 83.7 90.9 91.1 93.1
Covtype 80.6 88.7 89.9 90.9

anomaly objects, which are hidden by the directional transformation into normal data, and
their data information completely changes. Some normal data objects are also selected
in the process of data perturbation. They can be completely hidden for the outliers that
need to be protected, so the hidden failure rate is 0.

5.3. Adversary attack on data privacy. The micro-cluster partitioning is the key
first step. Different micro-clusters affect the calculation of the instability factor and the
perturbation scale. Selecting different Top-N in each cluster will lead to different anomaly
objects. In order to improve the security level, the Top-N is selected a slightly larger
value, including a part of relatively normal data objects. Different levels of perturbation
processing are performed on each cluster to achieve the differentiation protection.
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Figure 6. The DR results with DBSCAN, LOF, INS and MIPPOD

Table 3. The detection results of original dataset and hidden dataset

Dataset DR of original dataset/% DR of hidden dataset/%
Ionosphere 92.1 6.3

Wdbc 92.0 7.1
Pima 89.2 12.3

Spambase 89.9 7.9
Optdigits 86.1 13.7
Statlog 93.1 5.6
Covtype 90.9 10.5

The hidden dataset and the privacy dataset are transmitted separately. Even if the
third-party obtains the hidden dataset without the privacy dataset, the third-party cannot
obtain anomaly objects, which are completely hidden into the normal data. If only the
privacy dataset is obtained, it is even more impossible to know the original data. The
receiver can directly obtain the anomaly objects and complete the restoration to obtain
the whole data information. In this process, only the receiver knows the privacy dataset,
and the third-party cannot obtain or tamper with the sensitive outlier information.

6. Conclusions. In this paper, the MIPPOD algorithm is introduced in detail. The
micro-cluster partitioning algorithm is proposed based on the density and neighbors.
Outlier detection based on micro-cluster instability factor is proposed to overcome the
difficulty of measuring global outliers for uneven distribution data. The directional trans-
formation is performed based on the micro-cluster instability factors to achieve the pri-
vacy preserving of outlier information. The data receiver can identify anomaly objects
effectively and the hidden data can be restored completely. This proposed algorithm
guarantees the security and integrity of the anomaly data in the information sharing or
transmission process. It is a differentiation scheme of anomaly data privacy preserving,
which can achieve different privacy protection according to the instability factors. In the
MIPPOD, the time complexity of the micro-cluster partitioning is relatively high, which
affects the computational complexity of the whole algorithm. In the future work, other
micro-cluster partitioning algorithms are explored and make this algorithm more efficient.
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