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Abstract. This paper generalizes stability for a dynamic system with an internal cause
condition. An internal factor which determines system state information is described as
internal cause for the dynamic system. Some stability definitions are presented for the dy-
namic system with an internal cause condition. Moreover, some criteria are also derived
to guarantee that the dynamic system is globally asymptotically stable and quadratically
stable. A numerical result is provided to demonstrate the effectiveness of the proposed
techniques in this paper.
Keywords: Dynamic systems, Internal cause, Global asymptotical stability, Quadrati-
cal stability

1. Introduction. Researches on dynamic systems have arisen in various disciplines of
science and engineering in recent years [1, 2, 3]. Dynamic systems always experience
abrupt changes in their structures or parameters caused by phenomena such as compo-
nent failure or repair, subsystem interconnection changing, and abrupt environmental
disturbance [4]. Such phenomena have been modeled as operations in different forms in
[5]. Furthermore, the dynamic systems with structural changes have been modeled as a
class of novel dynamic systems in [6], where an internal factor which determines system
state information has been described as internal cause. Moreover, the dynamic system
model with internal cause has been effectively applied to cyber-physical power systems.
It is widely known that stability is a basic structural characteristic to guarantee a nor-
mal operation for dynamic systems. Therefore, stability analysis is an important topic in
the research on dynamic systems. Although the dynamic system with internal cause has
been investigated preliminarily, stability analysis has not been considered in [6], which
motivated us to carry on this research work.

A Lyapunov’s direct method provides a way to analyze stability of dynamic systems
without explicitly solving differential equations [7]. Moreover, the Lyapunov’s direct
method generalizes an idea which shows that dynamic systems are stable if there ex-
ist some appropriate Lyapunov function candidates. In [8], some piece-wise Lyapunov
functions have been applied to considering stability of some nonimpulsive dynamic sys-
tems. In [9], sufficient stability conditions have been derived for hybrid dynamic systems
without perturbations, in which Lyapunov function was only required to be nonincreas-
ing along a subsequence of switchings. Moreover, an asymptotic stability problem has
been investigated for a class of impulsive switched dynamic systems with time invariant
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delays based on linear matrix inequality (LMI) approach in [10]. An exponential stability
criterion has also been derived in terms of LMI based on a Lyapunov method and a con-
vex optimization approach in [11]. Although stability has been investigated for dynamic
systems, global asymptotical stability and quadratical stability have not been generalized
for dynamic systems with an internal cause. This motivates our current research work to
investigate stability for the dynamic systems with an internal cause condition.

In this paper, stability is considered for a class of dynamic systems with internal cause.
Some stability definitions are developed for the dynamic systems with internal cause.
Furthermore, some criteria are also obtained to guarantee global asymptotical stability
and quadratical stability. A numerical simulation is presented to show the effectiveness
of the proposed results in this paper.

In Section 2, problem statement is presented. In Section 3, our main results are given.
Simulation results are shown in Section 4, and conclusions are presented in Section 5.

2. Problem Statement. A dynamic system with internal cause shown in [6] is given as
the following form

ė(t) = E(t, e(t), g′(t)), (1)

e′(t) = I(t, e(t), p(t)), (2)

y(t) = E(t, e′(t)), (3)

where g′(t) ∈ RS is the control input, p(t) ∈ RΦ is the internal cause, e(t) ∈ RΦ is the
state before changing the internal cause, e′(t) ∈ RΦ is the state after changing the internal
cause, y(t) ∈ R is the output, E(·), I(·) and E(·) are a series of nonlinear functions. Note
that there exists an inverse function e(t) = I−1(t, e′(t), p(t)) for function I(t, e(t), p(t)).
Then dynamic system (1)-(3) is rewritten as

ė′(t) = F (t, e′(t), g′(t)), (4)

y(t) = E(t, e′(t)), (5)

where function F (·) is shown as

F (t, e′(t), g′(t)) =
∂I
∂t

+
∂I

∂e(t)
· E
(
t, I−1(t, e′(t), p(t)), g′(t)

)
+

∂I
∂p(t)

· ṗ(t).

Taking Taylor expansion of dynamic system (4) and (5) at a neighborhood of (e′0, g
′
0) and

ignoring high order terms, a linear dynamic system is obtained as

ė′(t) = A(t)e′(t) + B(t)g′(t), (6)

y(t) = C(t)e′(t), (7)

where

A(t) =

(
∂F

∂e′T

)
e′0,g′0

, B(t) =

(
∂F

∂g′T

)
e′0,g′0

, C(t) =

(
∂E
∂e′T

)
e′0,g′0

.

For dynamic system (6) and (7), a corresponding autonomous system is shown as

ė′(t) = A(t)e′(t), e′(t0) = e′0, t ∈ [t0,∞). (8)

Moreover, an equilibrium state of the autonomous system (8) is expressed as state e′e such
that ė′e(t) = 0 holds for all t ∈ [t0,∞). Disturbed motions of system (6) and (7) are a
class of state motions which are caused by initial state disturbance e′0 of system (8).

Definition 2.1. Giving a positive scalar ε, if there exists positive scalar δ(ε, t0) dependent
on ε and t0 such that a disturbed motion ϕ(t; e′0, t0) starting from any initial state e′0 which
is satisfied with

∥e′0 − e′e∥ ≤ δ(ε, t0) (9)

satisfies inequality ∥ϕ(t; e′0, t0) − e′e∥ ≤ ε for all t ≥ t0, then isolated equilibrium state
e′e = 0 of the autonomous system (8) is stable in sense of Lyapunov at instant t0.
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Definition 2.2. An isolated equilibrium state e′e = 0 of the autonomous system (8) is
asymptotically stable at instant t0 if the following two conditions are satisfied.

i) The isolated equilibrium state e′e = 0 is stable in sense of Lyapunov at instant t0.
ii) For positive scalars δ(ε, t0) and µ, there exists a positive scalar T (µ, δ, t0) such that a

disturbed motion starting from initial state e′0 which satisfies inequality (9) is also satisfied
with the following inequality

∥ϕ(t; e′0, t0) − e′e∥ ≤ µ, ∀t ≥ t0 + T (µ, δ, t0). (10)

Definition 2.3. An equilibrium state e′e = 0 of the autonomous system (8) is uniformly
asymptotically stable if the following two conditions are satisfied.

i) There exists a positive scalar δ(ε) uncorrelated with t0 for any positive scalar ε.
ii) There exists a positive scalar T (µ, δ) uncorrelated with t0 such that disturbed motion

ϕ(t, e′0, t0) is bounded for equilibrium state e′e = 0 and satisfied with inequality (10).

Definition 2.4. If equilibrium state e′e = 0 is asymptotically stable for any initial state
e′0 ̸= 0, then equilibrium state e′e = 0 of system (8) is globally asymptotically stable.

3. Main Results. In this section, two criteria are derived to guarantee global asymp-
totical stability and quadratical stability.

Theorem 3.1. An equilibrium state e′ = 0 of system (8) is globally asymptotically stable
if there exists a scalar function V (e′, t) which is continuous first-order partial derivation
with variables e′ and t, and the following three conditions are satisfied.

i) The scalar function V (e′, t) is positive definite and bounded, i.e., there exist two
continuous nondecreasing functions α(∥e′∥) and β(∥e′∥), in which α(0) = 0 and β(0) = 0,
such that inequality β(∥e′∥) ≥ V (e′, t) ≥ α(∥e′∥) > 0 holds for all t ∈ [t0,∞) and e′ ̸= 0.

ii) The derivative V̇ (e′, t) is negative definite and bounded, i.e., there exists a contin-
uous nondecreasing function γ(∥e′∥) satisfying γ(0) = 0 such that inequality V̇ (e′, t) ≤
γ(∥e′∥) < 0 holds for all t ∈ [t0,∞) and e′ ̸= 0.

iii) There exists α(∥e′∥) → ∞ when ∥e′∥ → ∞.

Proof: According to conditions i) and ii), one has the following inequality

V (ϕ(t; e′0, t0), t) − V (e′0, t0) =

∫ t

t0

V̇ (ϕ(τ ; e′0, t0), τ)dτ ≤ 0

for all t ∈ [t0,∞). For any initial instant t0 and non-zero initial state e′0 with ∥e′0∥ ≤ δ(ε),
it is obtained that

α(ε) ≥ β(δ) ≥ V (e′0, t0) ≥ V (ϕ(t; e′0, t0), t) ≥ α(∥ϕ(t; e′0, t0)∥). (11)

Note that α(0) = 0 and α(∥e′∥) is continuous and nondecreasing. It is obtained from
inequality (11) that the following inequality

∥ϕ(t; e′0, t0)∥ ≤ ε, ∀t ≥ t0 (12)

also holds for any initial instant t0 and non-zero initial state e′0 with ∥e′0∥ ≤ δ(ε). There-
fore, there exists a positive scalar δ(ε) for any positive scalar ε such that disturbed motions
starting from any initial instant t0 and non-zero initial state e′0 satisfied with ∥e′0∥ ≤ δ(ε)
satisfy inequality (12), and δ(ε) is uncorrelated with the initial instant t0. Therefore, one
has that equilibrium state e′ = 0 is uniformly stable.

For any positive scalars µ and δ(ε), one constructs a positive scalar T (µ, δ) by setting
0 < µ ≤ ∥e′0∥ for any initial state t0 and non-zero initial state e′0 with ∥e′0∥ ≤ δ(ε). Based
on the boundedness of V (e′, t), one obtains a positive scalar ν(µ) satisfying β(ν) ≤ α(µ)



1288 P. LI, Y. YUAN, H. YANG, H. LI AND M. SHI

for a given positive scalar µ. Note that γ(∥e′∥) is a continuous and nondecreasing function.
Let ρ(µ, δ) be a minimum value of γ(∥e′∥) in interval ν(µ) ≤ ∥e′∥ ≤ ε. Then one has

T (µ, δ) =
β(δ)

ρ(µ, δ)
(13)

uncorrelated with initial instant t0 for any positive scalar µ. Give a counter assumption
that ϕ(t; e′0, t0) > ν(µ) holds for all t0 ≤ t ≤ t1, where t1 = t0 + T (µ, δ). Then one has

0 < α(ν) ≤ V (ϕ(t1; e
′
0, t0), t1) ≤ V (e′0, t1) ≤ V (e′0, t0) − (t1 − t0)ρ(µ, δ)

≤ β(δ) − T (µ, δ)ρ(µ, δ) = β(δ) − β(δ) = 0 (14)

by condition (13). Obviously, inequality (14) is contradictory. Therefore, the counter
assumption is not held, i.e., there exists instant t2 satisfying ϕ(t2; e

′
0, t0) = ν(µ) in time

interval t0 ≤ t ≤ t1. Based on ϕ(t2; e
′
0, t0) = ν(µ) and the boundedness of V (e′, t), one has

α(∥ϕ(t; e′0, t0)∥) ≤ V (ϕ(t; e′0, t0), t) ≤ V (ϕ(t2; e
′
0, t0), t2) ≤ β(ν) ≤ α(µ) (15)

for all t ≥ t2. Furthermore, it is obtained from inequality (15) that inequality

∥ϕ(t; e′0, t0)∥ ≤ µ (16)

holds for all t ≥ t2. Then inequality (16) also holds for all t ≥ t0 + T (µ, δ). There-
fore, disturbed motions starting from initial state e′0 satisfying ∥e′0∥ ≤ δ(ε) converge to
equilibrium state e′ = 0 when t → ∞ for any initial instant t0.

Note that ∥e′∥ → ∞ when α(∥e′∥) → ∞. There exists a finite positive scalar ε(δ)
such that inequality β(δ) < α(ε) holds for any large finite positive scalar δ. Based on the
boundedness of V (e′, t), there exists the following inequality

α(ε) > β(δ) ≥ V (e′0, t0) ≥ V (ϕ(t; e′0, t0), t) ≥ α(∥ϕ(t; e′0, t0)∥)
for all t ∈ [t0,∞) and x0 ∈ Rn. It is noted that function α(e′) is continuous and nonde-
creasing. Therefore, one has the following inequality

∥ϕ(t; e′0, t0)∥ ≤ ε(δ), ∀t ≥ t0, ∀e′0 ∈ Rn,

where ε(δ) is uncorrelated with initial instant t0. It is obtained that ϕ(t; e′0, t0) is uniform
bounded for any non-zero initial state e′0 ∈ Rn. This completes the proof.

Note that the autonomous system (8) is a time-varying system. It is very difficult to
judge stability of system (8) by the criterion shown in Theorem 3.1. For the autonomous
system (8), a polyhedron system matrix is given as

A =

{
A(α(t)) : A(α(t)) =

N∑
j=1

αj(t)Aj,

N∑
j=1

αj(t) = 1, αj(t) ≥ 0, j = 1, . . . , N

}
.

Then the autonomous system (8) is rewritten as

ė′(t) = A(α(t))e′(t), e′(t0) = e′0, t ∈ [0,∞), t0 ∈ [0,∞). (17)

Furthermore, a low conservative stability condition is shown through linear matrix in-
equalities (LMIs) in the following theorem.

Theorem 3.2. If there exist symmetric positive definite matrices Pj ∈ Rn×n and positive
scalars ρi with i = 1, . . . , N such that

AT
j Pj + PjAj ± ρ1P1 ± ρ2P2 ± · · · ± ρ1NPN < 0, (18)

AT
j Pk + PkAj + AT

k Pj + PjAk ± 2ρ1P1 ± · · · ± 2ρNNPN < 0, (19)

where j = 1, . . . , N − 1, k = j + 1, . . . , N . Then system (17) is asymptotically stable for
all time-varying uncertain parameters such that

|α̇j(t)| ≤ ρj, j = 1, . . . , N. (20)
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Moreover, the parameter dependent Lyapunov matrix is given by

P (α(t)) =
N∑

j=1

αj(t)Pj, (21)

where
∑N

j=1 αj(t) = 1, αj(t) ≥ 0, j = 1, . . . , N .

Proof: Consider a parameter dependent Lyapunov function V (x) = xT P (α(t))x > 0
where P (α(t)) = P T (α(t)) > 0 with P (α(t)) given by equality (21). Then the derivative
is obtained as

V̇ (x) = xT AT (α(t))P (α(t)) + P (α(t))A(α(t)) + Ṗ (α(t)) = xT Q(α(t))x,

where P (α(t)) is given by equality (21). It is shown that

Q(α(t)) =
N∑

j=1

αj(t)
2
(
AT

j Pj + PjAj

)
+

N−1∑
j=1

N∑
k=j+1

αj(t)αk(t)

((
AT

j Pk + PkAj + AT
k Pj

+PjAk

)
+

N∑
j=1

α̇j(t)Pj

)
,

which is rewritten as

Q(α(t)) =
N∑

j=1

αj(t)
2

(
AT

j Pj + PjAj +
N∑

j=1

α̇j(t)Pj

)

+
N−1∑
j=1

N∑
k=j+1

αj(t)αk(t)

((
AT

j Pk + PkAj + AT
k Pj + PjAk

)
+ 2

N∑
j=1

α̇j(t)Pj

)
.

Considering that the time-derivatives α̇j(t) with j = 1, . . . , N satisfy inequality (20), one
has Q(α(t)) < 0 by imposing conditions (18) and (19) for all αj(t) ≥ 0 with j = 1, . . . , N

and
∑N

j=1 αj(t) = 1. The proof is completed.

Remark 3.1. Note that Theorem 3.2 encompasses the quadratic stability analysis in the
sense that if AT

j P + PAj < 0 with j = 1, . . . , N holds, then there exist values of ρj with
j = 1, . . . , N such that P1 = P2 = · · · = PN = P is a feasible solution of (18) and (19).
On the other hand, for linear time-invariant systems, i.e., ρj = 0 with j = 1, . . . , N ,
conditions (18) and (19) become equivalent to the results of [12], which generally provides
better robust stability evaluations than other LMI bases results.

4. Numerical Example. A numerical example is given to illustrate our results. The
autonomous system (8) is described by

ė′(t) =

 0 1

−2 − 1

1 + t
−1

 e′(t). (22)

Based on Theorem 3.2, system (22) is rewritten as

ė′(t) = α1(t)A1e
′(t) + (1 − α1(t))A2e

′(t),

where

A1 =

[
0 1
−3 −1

]
, A2 =

[
0 1
−2 −1

]
, α1(t) =

1

1 + t
.

It is obtained from Theorem 3.2 that system (22) is asymptotically stable if there exist
a scalar ρ1 and symmetric positive definite matrices P1 and P2 satisfying the following
LMIs

AT
1 P1 + P1A1 ± ρ1(P1 − P2) < 0, (23)
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AT
2 P2 + P2A2 ± ρ1(P1 − P2) < 0, (24)

AT
1 P2 + P2A1 + AT

2 P1 + P1A2 ± 2ρ1(P1 − P2) < 0. (25)

Note that ρ1 is chosen as 1 for α̇(t) = 1/(1 + t)2. By solving LMIs (23)-(25), one has

P1 =

[
44.9713 4.3069
4.3069 14.6201

]
, P2 =

[
43.6378 4.7650
4.7650 17.0338

]
.

Two state trajectories of system (22) are plotted in Figure 1, in which the two states
converge to zero point. Therefore, the autonomous system (22) is asymptotically stable.
The numerical example illustrates the validity of the proposed techniques in this paper.
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Figure 1. State trajectories of system (22)

5. Conclusions. In this paper, stability has been investigated for a dynamic system with
an internal cause. Some stability definitions have been presented for the dynamic system
with an internal cause. Some criteria have also derived to guarantee global asymptotical
stability and quadratical stability for the dynamic system. A numerical result has been
shown to demonstrate the effectiveness of the proposed techniques. Some researches on
controllability and observability will be investigated for dynamic system with an internal
cause in the further work.
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