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ABSTRACT. In this paper, the issue of composite anti-disturbance control is investigated
for singular stochastic Markovian jump system with multiple disturbances. Two dis-
turbances are considered: one is time-varying disturbance and described by an external
system; the other is multiplicative stochastic white noise. The method of composite anti-
disturbance control is constructed to ensure that the closed-loop system is asymptotically
bounded in mean square or asymptotically stable in mean square. Finally, a numerical
example is given to illustrate the effectiveness of the proposed approach.
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1. Introduction. In many actual systems, because disturbances exist due to many in-
ternal and external factors, the performances of control systems are often degraded, or
even result in instability of system. To deal with this problem, lots of meaningful control
methods have been presented, such as disturbance-observer-based robust control method
[1], robust adaptive neural network control strategy [2] and robust H,, control method [3].
Many good control performances could be guaranteed for the systems which suffer from
single disturbance by using these mentioned methods. However, with the raising require-
ments for control precision, multiple disturbances should be considered when the controller
design of some actual systems is discussed. In [4,5], the composite anti-disturbance con-
trol schemes were studied. Nevertheless, the Markovian jump systems have not been
presented in the results above.

Markovian jump systems have raised concern for many well-known scholars, and many
meaningful results have been reported [6-8]. Recently, many papers are devoted to the
multiple disturbances problem’s study for Markovian jump systems, for example, in [9-
12]. In [11,12], the authors of this paper have investigated the composite anti-disturbance
resilient control problem for Markovian jump systems. In actual system, singular Mar-
kovian jump systems are able to better describe the physical system than regular ones,
and are noted by many experts, such as [13,14]. The problem of multiple disturbances
has been considered for singular Markovian jump nonlinear systems in [15]. However, the
issues of multiple disturbances have been rarely studied for singular stochastic Markovian
jump systems.

In this paper, the problem of the multiple disturbances is discussed for singular sto-
chastic Markovian jump systems by using the composite anti-disturbance control method.
The paper organization is as follows. The problem formulation and some preliminaries of
singular stochastic Markovian jump systems are presented in Section 2. The main results
obtained by composite anti-disturbance control are shown in Section 3. Section 4 gives a
numerical example to illustrate the effectiveness of the proposed approach. Finally, the
conclusions of the paper are provided in Section 5.
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2. Problem Statement and Preliminaries. Consider the following singular stochastic
Markovian system in probability space (£2, F,P):

Ei(t) = Aro)a(t) + B(ro)(u(t) +d(t)) + Fr)z()€.(t), (1)

where z(t) € R" and u(t) € R™ are system state and control input, respectively.
d(t) € R™ is a disturbance and assumed to be given by an exogenous system in Assump-
tion 2.1, and & (¢) is a one dimensional stochastic white noise as another disturbance.
E € R™™ may be singular, and A(r;), B(r;) and F(r;) are known matrices with appro-
priate dimension. And {r;} is a continuous-time Markovian process with right continuous
trajectories and taking values in a finite set S = {1,2,..., N}. The transition probability
matrix is given by

Priryna =jlre =i} =

VA 4 o(A), if j # 1,

where A > 0, o(A) satisfies lim (O(AA)> = 0, and ~;; is the transition rate from mode ¢ at
A—0
N
time ¢ to mode j at time ¢t + A, v;; > 0 when ¢ # j and v = — >, -
j=Lg#i

Assumption 2.1. The disturbance d(t) is given as the following exogenous system.:

d(t) =V (row(t) + H(r)&(t),

w(t) = W(rdw(t) + G(ry)d(t),
where V (ry), W(ry), G(ry) and H(r;) are known matrices, w(t) is the internal state of the

system, &(t) is a one dimensional white noise, which is independent of the & (t), and §(t)
belongs to the space of L2]0,00).

(2)

For simplicity, for r; = i, the matrix A(r;) will be denoted by A;, i € S; and the same
setting for the other matrices, for example, B(r;) is expressed as B;.

Assumption 2.2. (E, A;, B;) is impulse controllable and (W;, B;V;) is observable.

Definition 2.1. [16] Let p > 0. System (1) is said to be asymptotically bounded in the
pth moment if there is a positive constant H such that

thm Supg|$(t, t07$07rﬂ)|p < Hv (3)

for all (to, xo,m0) € Ry X R™ x S, when p = 2, we say that the stochastic system (1) is
asymptotically bounded in mean square.

Definition 2.2. [16] For p > 0, the trivial solution of system (1) is said to be asymptot-
ically stable in the pth moment if

lim & (|z(t; o, o, 70)|") = 0,

t—o0

for all (to,xo,70) € Ry X R™ X S, when p = 2, it is said to be asymptotically stable in
mean square.

Lemma 2.1. [1] Assume that X and Y are vectors or matrices with appropriate dimen-
sion. The following inequality

XY +YTX <aX'X 4+ a7 YTy,

holds for any constant a > 0.
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In this section, the composite anti-disturbance control method is presented for the
system (1). The disturbance observer is constructed as

d(t) = Vii(t), w(t) = v(t) — LiEx(t), .
8(1) = (Wi + LBV)it) + Li(Aa(t) + Bau(t) + 3 Ly B, (4)

where L; is observer gain. Then, the following composite anti-disturbance controller is
built based on the disturbance observer (4):

ult) = Kar(t) — d(d), (5)
where K is the gain of anti-disturbance controller.
The estimation error is denoted as e, (t) = w(t) — w(t). Then, the error system is given
by

€w(t) = w(t) — Aw(t) = (Wi + LiBV;) ew(t) + LiFiz(t)6(t) + Li B Hi&(t) + Gid(t), (6)

where A denotes the weak infinitesimal generator [18] of the random process {x(t),r(t)}.
Then, the composite closed-loop system is given as

Eﬁ( ) = Ain(t) + Fm(t)&:(t) + Hilo(t) + Gid (), (7)
where n(t) = (a: (1) ) , and

6
0\ 5 _( A+BE BV =_( F 0
)% 0  Wi+LBV, )T LF 0 )

BH, \ = (0
m- (i ) o= ()

According to [17], replace & (t) and &;(t) with dWl and dW2 @ respectively, and Equation
(7) is written as

Edn(t) = An(t)dt + Fin(t)dW(t) + H;dWo(t) + Gi6(t)dt, (8)

where W (t) and Wy(t) are independent standard Wiener processes, because we assume
that the white noises & () and &;(¢) are independent for each other in Assumption 2.1.

3. Main Results. Now, the asymptotical boundedness in mean square and asymptotical
stability in mean square of the composite closed-loop system (8) are discussed by using the
composite anti-disturbance control method and linear matrix inequalities (LMIs) technol-
ogy. The following theorem is given for the control design.

Theorem 3.1. Given parameter A > 0, the system (8) is asymptotically bounded in mean
square, if there exist parameters €; > 0 and matrices P;, i € S, such that

E'P,=P'E >0, (9)
T T-—=T al T T T
A, P+ P'A+F,E PF;+» vE Pj+e¢'P'GG, Pi+\E P <0. (10)
j=1

Proof: Based on (9) and (10), we have

N
ZZTPz + RTZz + Z%]’ETPJ' + )\ETPZ- < 0. (11)

=0
It is easy to choose two nonsingular matrices M and N such that MEN = ( é 8 )

Then, the same proof process as [14], we obtain the system (8) is regular and impulse
free.
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Choose some nonsingular matrices M;, ¢ € S and N, such that

- o Fh' FQZ' - . Ah‘ 0 T . I 0
MiF,;N_( . F3i),MiAZ-N_< o I),MZEN_(O o>’

= _ ( Hu = _ [ Gu
= (), v (6.
Thus, the system (8) is equivalent with the following system:
d¢y(t) = ApG(t)dt + FiiG(t)dWy(t) + FouCa(t)dWh(t) + HydWa(t) + Gy (t)dt,  (12)

0 = Go(t)dt + FaiGo(t)dWi(t) + HoidWa(t) 4+ Gaid(t)dt, (13)

where ((t) = ( 28 > = N~!5(t). From (13), it yields

E{G (DG} < wO*(t) < Hi, (14)
where k > 0. Choose Lyapunov function candidate as
—T

V(n(t),r(t),t) =n" (t)E Pn(t). (15)

According to (8) and the generalized 1t6 formula, it yields
AV (n(t),i,t) =n"(t) (Z?Pz- +PTA+F,E PF,+ Y %JFPJ) n(t)
jes

+ T () PTGis(t) + 6T (H)G) Pp(t) + Tr (HfETPiHi) .

(16)

Using Lemma 2.1 for (16), it yields
AV ((t),3,6) < 0" (1) (ZZ’B + PIA+ T E PFi+ Y 1yEP + efPiTa@?zz-) n(t)
jes
e 0T(1)6(t) + Tr (HfETHE> . (17)

Since that () is a bounded disturbance, there exists a constant 3, and from (10), it
yields

AV (n(t),i,t) < =AV(n(t),i,t) + . (18)

Based on (9) and (15), for a positive integer k, according to the generalized [to formula,
for any 0 <ty < t, we have

ELeMR(IEnM)IP)} < E{e MV (n(t),r, 1)}
< V(n(to),ro,t0) + g/t e Mds
5

< V(n(to), ro,to) + Y [e —1].
Then, with ¢ — oo, there exists a positive number ', such that
E{IEN®)?} < 5 (19)

From n(t) = N((t), for some appropriate parameters ¢;, i € S, we have
IMGENCH)I? = CT(ONTETMIMENC() = TG0 = GO < e = Ha.

From (14), we have ||¢()||> < H with H > max{H,, Hy}. Then, according ton(t) = N((t)
and Definition 2.1, we obtain (8) is asymptotically bounded in mean square.
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Theorem 3.2. Given parameter A > 0, under the disturbance observer and the controller
in form of (4) and (5). The system (8) is asymptotically bounded in mean square, if there
exist parameters €; > 0, ay; > 0, ag; > 0 and 3; > 0, matrices Q;, Po; > 0,1 € S, such
that

Qi E" = EQ; >0, (20)

QZTE — QZT — Qi < —anil, Py < agl, (21)
Iy BV, QIF, 0 1Ly 0

* H22i 0 0 0 PQlGl
* *  —apd 0 0 0
* * * My O 0 <0, (22)
* * % x  Ilgs 0
* * * * * —g;1
where
Iy, = QF A + A4,Q; + B,X; + X Bl + 8,1 + (A +7:)Q] E”,
N
Mo; = W] Poi + PoiWi + Vi BIYT + YiBiVi + APoi + > 755 Poj.
j=1
HlSi e ( '/rYilQ'LT cee «/%‘NQ;TF ) , H55i = —dmg( Oéh‘] ... Oéle ... OélNI )]?éi?
—agl YiF; 0
[y = * =21 QiT
* x =0

Moreover, the gains of controller and observer are given by K; = X;Q; ' and L; = Py,'Y;.
Proof: Noting (21), and defining Y; = P, L;, we have
a3 QF ' FiQi > QI F/ E"Q7 ' FiQi and g QF F Y] YiFQ; > Q] Y] YiF,Qi. (23)
By using Lemma 2.1 and Schur complement for (22), define X; = K;Q; and Q; = Py;. Pre-
multiplying diag(PlTi 1 ) and post-multiplying simultaneously by diag(Py; I) with (22),
and combining with (23), it yields

Iy = AT Py + PLA; + PLB K, + KB Py + A\E" Py, + F' ET P, F,

N
+ Z’VMETPU + ETL?PZLZE,

J=1

N
IIyo = VViszi + Po; W, + ViTBiTY;-T +Y;B; Vi + APy + Z%jpzj + 51'_1P2iGiG;:P2i-
j=1

Hence, form (9), letting P, = %’ IS

2i

condition (9) holds under (21) and Py; > 0. According to Theorem 2.1, the system (8) is
asymptotically bounded in mean square.

In the following theorem, some sufficient conditions are presented to ensure the asymp-

totic stability in mean square of system (8) under the composite anti-disturbance control

method.

, we deduce (10). On the other hand, the

Theorem 3.3. For H; =0, G; = 0 given parameter X > 0, under the disturbance observer
and the controller in form of (4) and (5). The system (8) is asymptotically stable in mean
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square, if there exist parameters e; > 0, ay; > 0, ag; > 0 and §; > 0, matrices Q;, P2 > 0,
1 €S, such that
QTET = EQ, >0, (25)
QIE — QF — Qi < —aul, Py < agl, (26)
Ly, BiVi QTF, Ihy Iy

* HQQZ' 0 0 0

* x  —apl 0 0 < 0. (27)
S * x H44i 0

*x * *x * H55i

Moreover, the gains of controller and observer are given by K; = X;Q; ' and L; = Py,'Y;.

Proof: According to Theorem 3.1 and Theorem 3.2, for H; = 0, G; = 0, we can obtain
AV (n(t),i,t) < =AV(n(t),i,t). Hence, based on Definition 2.2, system (8) is asymptoti-
cally stable in mean square.

4. Simulation Example. In this section, a numerical example is presented to demon-
strate the effectiveness of the proposed scheme in two aspects, i.e., asymptotic bounded-
ness in mean square and asymptotic stability in mean square. Consider singular stochastic

Markovian jump systems under multiple disturbances (1) with £ = ( 015 :? ), and

the other parameters are presented as follows:
Mode 1:

103 ~0.9 1.3 1 -1
&:<06 1)’&_( 1)’Q_(—M)’5_(0507)

0 08
m:(_w 0>,m:Lm:(1—w).

Mode 2:
1 -1 ~1.2 0.5 —0.3 0.8
A2_'<(N3-—1>’ BQ"( 1 )’ G2“<:L2)’ Fb"( 0.8 —04_)’
0 —14
%:<09 O),m:&aw:(1—m.
Mode 3:

-1 08 1.2 0.7 -0.3 0.6
Ay = ( 05 1 )’ By = ( 2.2 >’ Gs = ( —0(3) £ = ( 0 1 )’

m:(_&_f),m:L&%:(mzu.

12 05 1 0.4 109
‘“:( 0 11)73“:(2 )*h:(-ﬂg)’&_<0405)’
( ),M:—MLWZ(l—U.

The uncertain matrix S;(¢
disturbance is given as (¢
chosen as f(z(t),t) = z1(t) sin(t). Here, we choose the transition rate matrix as

—0.7 02 02 03
r_| 04 —09 02 03
02 04 —08 02
03 03 03 —0.9
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4.1. Asymptotical boundedness in mean square. According to Theorem 3.2, we
obtain the gains of controller and disturbance observer to ensure the asymptotical bound-
edness in mean square of system (8), which are

Ky = (40495 57554 ), Ky = (2.5301 —2.8137 ), Ky = ( 0.7618 2.6841 ),

—0.8547 —4.4204 0.0745 0.8751
Ko= (25836 57241 ), Ly = ( 0.3981  2.0603 ) Lo = < 0.2816 3.3232 ) ’

7. ( 00971 —0.2655 ;. ( 03804 —1.0550
370 04989 —1.3651 ) 74— \ —0.5161 1.4315 /-

The simulation results are given in Figures 1-3. In Figure 1, we can see that the system still
has a high control precision by the designed controller under the multiply disturbances.
Figure 2 shows that the disturbance d(t) can be efficiently estimated by the disturbance
observer. The control input is presented in Figure 3.

0 50 100 150 200 250 300
the switching signal of system

-0.8 '
10 20 30 40 50 60
t
FIGURE 1. Response curves of system state
5 I I I I
la m T T T T T
4 2 l 1 1 1 1
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U R
= | ! | | |
= \[ A ] ‘L | \‘ ll I 1L, H |
E ‘ |1 | (0 | r ' ‘ | ; ' :' ’ ‘ |
— [l J { I !
£ 0 ' il | f l (' | ! 1] - ol | | i R
; ] | i I8 A I | ; \ '
- 1 | | |
\ i 13 [
_2_
_3_ -
-4 1 1 1 1 1
0 10 20 30 40 50 60

FIGURE 2. Curves of the disturbance and its estimation
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1 1 1 1 1
10 4 ”| T T T T T — U(i)
D
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6 the switching signal of system _
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2 —
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_2 |‘ —
_4 | -
_6 —
_B L —
-10 1 1 1 1 1
0 10 20 30 40 50 80

t

FiGUure 3. Curve of control input of system

4.2. Asymptotic stability in mean square. By using Theorem 3.3, the gains of con-
troller and disturbance observer are given to guarantee the asymptotical stability in mean
square of system (8), which are

Ki=(4.0647 —5.9955 ), Kj = ( 2.5378 —3.0447 ), Kj=( 0.9494 3.1216 ),

r ,f —0.2475 —1.3350 ,f —0.0475 —0.7548
Ki= ( 23840 4.9735 )’L1 n ( 0.2718  1.4639 ) Lo = < 0.1062  1.6874 > ’

I — 0.2818 —0.7566 I — 0.2978 —0.8187
37\ 0.3555 —0.9526 ) T4\ —0.4103 1.1278 /-

The simulation results are presented in Figures 4-6. From Figure 4, we can see, the system
is asymptotically stable in mean square under composite anti-disturbance control method.
In Figure 5, the disturbance observer can efficiently estimate disturbance. The control
input is presented in Figure 6.

0.4 - : I I — T 0

032l - - —x)

50 100 150 200 250 300
0.2F T b
the switching signal of system

3=
T
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0', HIH,] [
[y I TIRRY
At ! 1
T
-0.2F 11 4
I
-0.3f!"" -
I
04" .
[

!

-0.5F -
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&

1 1 1 1 1
0 10 20 30 40 50 60
t

FIGURE 4. Response curves of system state
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FIGURE 5. Curves of the disturbance and its estimation
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F1GURE 6. Curve of control input of system

5. Conclusions. In this paper, the method of composite anti-disturbance control has
been developed for the problem of singular stochastic Markovian jump systems with mul-
tiple disturbances. The methods of Lyapunov stability and linear matrix inequalities have
been used to guarantee the asymptotically bounded in mean square or asymptotically sta-
ble in mean square of the closed-loop system. Finally, a numerical example is given to
illustrate the effectiveness of proposed approach.

In the future, we will consider to combine the dynamical output feedback control strat-
egy with the disturbance-observer-based-control method to handle the problem of singular
stochastic Markovian jump systems with multiple disturbances and unmeasurable states.
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