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Abstract. It should be interesting to analyse the sequence of nodes in fuzzy graph. It is

an important issue for instruction design process in instruction analysis and for relation

structure analysis in sociometry analysis and so on. Nishida et al. proposed an one-sided

connectivity method. Generally, applying the method, the ordering structure may be a

partially ordered set, and we could not sequence nodes totally in fuzzy graph. In this

paper, we would propose a fuzzy core index method that can sequence nodes totally in

fuzzy graph. Moreover, we show the effectiveness of this proposed method through the

case study.
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1. Introduction. Fuzzy information such as human behavior and cognition is repre-
sented by fuzzy graph. In general, the information structure is very complicated. Ap-
proximation method (Yamashita [5] and others) and fuzzy Shapley value (Matsui and Hi-
rashima [11] and others) could significantly clarify the characteristics of the fuzzy graph.
One of the remaining challenges is its sequence analysis among nodes of the fuzzy graph.

This challenge is an important issue for instruction design process in instruction analysis
and for relation structure analysis in sociometry analysis and so on. For example, in
teaching material structure analysis, it is important to consider the order of teaching.
Also, in sociometry analysis for elementary school students, it is important for creating a
communication network.

As to this problem, Nishida and Takeda [1] proposed a one-sided connectivity method.
This method considers the sequencing problem based on the α cut. In general, this
ordering structure may be a partially ordered set and we could not sequence nodes totally
in fuzzy graph. Matsui and Hirashima [11] introduced the method applying GA (Genetic
Algorithm) and fuzzy reasoning. These methods could be effectively analyzed for the
sequencing problem using the not nonlinear model but linear model.

In this paper, we introduce the new index “Fuzzy Core Index” to represent the im-
portance of each node in sequence analysis and summarize the properties of the index.
Moreover, we discuss the relationship between AHP (Analytic Hierarchy Process) method
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and characteristic analysis of fuzzy graph concerning the fuzzy core index. According to
this proposed index, we can extend the AHP method.

At first, we present the approximate analysis and fuzzy Shapley value concerning fuzzy
graph. Secondly, we introduce the new index “Fuzzy Core Index” for sequence analysis.
Finally, we show the effectiveness of the proposed index through case study which could
be applied even to nonlinear model.

2. Approximate Analysis of Fuzzy Graph.

2.1. Approximate analysis. A fuzzy graph G is defined by

G = (V, T ), V = {vi|i = 1, 2, . . . , n}, T = {tij|0 < tij ≤ 1} (1)

where V is the set of the nodes and T is the n×n matrix whose tij represents the fuzziness
of the arc from the node vi to the node vj. Here, the matrix T can be considered to be
equivalent to the fuzzy structure graph T .

Applying approximate analysis [5] to the fuzzy structure graph T , we can obtain ap-
proximate N-nary graph T ∗ which can be able to represent the approximate structure of
the graph T .

2.2. Fuzzy Shapley value. Applying similarity analysis to the fuzzy structure graph
T = (tij), we can obtain the fuzzy similarity graph S = (sij) whose sij represents the
fuzziness of the similarity between the node vi and the node vj. Here, the importance of
each node from the similarity point of view could be measured by the fuzzy Shapley value
σi as defined [11] by

σi =

∑
j

sij

∑
i

∑
j

sij

(2)

Furthermore, by the cluster analysis of the fuzzy similarity graph S, we can obtain the
partition tree P . If we summarize the approximate N-nary graph T ∗, the partition tree P

and the importance of each node σi, then we can obtain the approximate structure graph
φ which significantly clarifies the global characteristics of the graph T .

3. Sequence Analysis of Fuzzy Graph. Another challenge is its sequence analysis
among nodes of the fuzzy graph. According to the graph φ, we can roughly order the
nodes by one-sided connectivity method [1]; however, it is not precise. In other words,
this ordering structure may be a partially ordered set. For this reason, we need a more
detailing sequence analysis which the ordering structure would be totally ordered set.

3.1. One-sided connectivity method. An α cut matrix T α of the matrix T can be
defined by

T α =
(
tαij

)
, tαij =

{
1, tij ≥ α

0, tij < α
(3)

Here, the walk from the node vi to vj is defined as vi 7→ vj and one-sided connectivity
graph could be defined by:

∀vi, vj ∈ V, ∃vi 7→ vj ∨ vj 7→ vi (4)

One-sided connectivity level µ(T ) of the one-sided connectivity graph can be defined
by

µ(T ) = min
i,j

{
max

{
t̂ij , t̂ji

}}
(5)

Here, the transitive closure of the matrix T is T̂ =
(
t̂ij

)
. We can roughly order the nodes

by the µ(T ) cut matrix T µ(T ).
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3.2. Fuzzy core index. We introduce the new index “Fuzzy Core Index” cij , which can
represent the important level of the node vi related to the node vj

cij =






tji

tij
,

tji

tij
< 9

9,
tji

tij
≥ 9

, cji =
1

cij

if tij ≤ tji (6)

cji =






tij

tji
,

tij

tji
< 9

9,
tij

tji
≥ 9

, cij =
1

cji

if tij > tji (7)

Here, if the values of tij and tji are 0.1, 0.2, . . . , 0.9, Figure 1 shows the values of the fuzzy
core indexes.

Figure 1. Fuzzy core index cij

By the way, in the analytic hierarchy process proposed by Saaty [2], aij which repre-
sents the important level of the node vi related to the node vj by pairwise comparison is
performed with reference to the following table.

From Figure 1 and Table 1, we can support that the fuzzy core index cij is an index
that includes aij based on the AHP method. This is because cij can be obtained from
data, but aij is a subjective indicator.

Table 1. Paired comparison value aij

aij Definition
1 vi and vj are equally important
3 vi is moderate more important than vj

5 vi is more important than vj

7 vi is considerably more important than vj

9 vi is absolutely more important than vj

2, 4, 6, 8 We use complementarily
Rationals aji represents the reciprocal of the aij
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3.3. Fuzzy core index method. According to the C = (cij), we can obtain fuzzy core
value c(vi) which shows the importance of each node vi from the connectivity point of
view by eigenvector method as follows.

Cv = λmaxv, v = (c(vi)), λmax ≥ n (8)

Here, λmax represents the maximum eigenvalue of the fuzzy core matrix C and v represents
the eigenvector corresponding to λmax. We can totally order the nodes vi based on the v

eigenvector corresponding to λmax.
By the way, we would describe the reasons for focusing on the maximum eigenvalue

and eigenvector. Let the original important level of the node vi be the wi. The important
level c∗ij of the node vi related to the node vj could be defined by

c∗ij =
wi

wj

(9)

When v∗ =





w1

w2
...

wn



 is multiplied from the right side of the pairwise comparison matrix

C∗ =
(
c∗ij

)
, nv∗ can be obtained as follows.

C∗v∗ =





w1

w1

w1

w2

· · ·
w1

wn

w2

w1

w2

w2
· · ·

w2

wn
...

...
. . .

...
wn

w1

wn

w2
· · ·

wn

wn









w1

w2
...

wn



 = n





w1

w2
...

wn



 = nv∗ (10)

Here, estimating unknown c∗ij with cij , we can obtain (6), (7).
Regarding the λmax,

λmax ≥ n (11)

holds. Since λ can be obtained as




c11 c12 · · · c1n

c21 c22 · · · c2n

...
...

. . .
...

cn1 cn2 · · · cnn









v1

v2
...

vn



 = λ





v1

v2
...

vn



 ,

λ =
n∑

j=1

c1j

vj

v1

=
n∑

j=1

c2j

vj

v2

= · · · =
n∑

j=1

cnj

vj

vn

(12)

we have

nλ = n+

(
c12

v2

v1
+ c21

v1

v2

)
+

(
c13

v3

v1
+ c31

v1

v3

)
+ · · ·+

(
c(n−1)n

vn

vn−1
+ cn(n−1)

vn−1

vn

)
(13)

As a result, nλ ≥ n + 2 × n(n−1)
2

and λmax ≥ n.

4. Case Study. We would present an illustrative case study. From the fuzzy structure
matrix T = (tij) (Figure 2), we have the fuzzy structure graph T (Figure 3).

Applying approximate analysis and similarity analysis to the fuzzy structure graph T ,
we can obtain the approximate ternary graph T ∗ (Figure 4), the fuzzy similarity matrix
S = (sij) (Figure 5) and the fuzzy similarity graph S (Figure 6). Here, the importance
of each node from the similarity point of view could be measured by the fuzzy Shapley
value σi. This time, each fuzzy Shapley value could be shown on the right side of Figure
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Figure 2. Fuzzy structure matrix T

Figure 3. Fuzzy structure graph T

Figure 4. Approximate ternary graph T ∗

5. This time, the highest value is σ1 = 0.179. So, we can say v1 is strengthen point of
similarity.

Furthermore, by executing the cluster analysis of the fuzzy similarity graph S, we can
obtain the partition tree P (Figure 7). If we summarize the approximate ternary graph
T ∗, the partition tree P and the fuzzy Shapley value, then we can obtain the approximate
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Figure 5. Fuzzy similarity matrix S

Figure 6. Fuzzy similarity graph S

Figure 7. Partition tree P
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Figure 8. Approximate structure graph φ

Figure 9. Fuzzy core matrix C

structure graph φ (Figure 8) which can be able to significantly clarify the approximate
structure of the graph T .

One of the remaining challenges is a sequence analysis among nodes of the fuzzy graph.
For example, according to the graph φ, we can only order the nodes broadly since there
exists the crisp spanning walk v3 → {v1, v6, v5} → {v2, v4}. For this reason, we need a
more precise sequence analysis.

As to this problem, we apply the new index “Fuzzy Core Index” cij described above.
For example, from the fuzzy connectivity matrix T (Figure 2), we can obtain the fuzzy
core matrix C = (cij) (Figure 9). According to C, we can obtain the fuzzy core value
c(vi) which shows the importance of each node vi from the connectivity point of view by
eigenvector method.

This time, each fuzzy core value could be shown on the right side of Figure 9. Here,
the value c(vi) indicates the descending order v4, v2, v1, v6, v5, v3.

As a result, we can totally order the nodes since there exists the only crisp spanning
walk v3 → v5 → v6 → v1 → v2 → v4 (Figure 10). In this way, we could enable more
precise sequence analysis.

Furthermore, we can obtain the cij and cji from not pairwise comparisons but data. In
this sense, fuzzy core index could be the extension of the analytic hierarchy process.

5. Conclusion. In this paper we proposed a fuzzy core index method that can sequence
nodes totally in fuzzy graph. Moreover, we show the effectiveness of this proposed method
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Figure 10. Image of projection to eigenvector

through the case study. These should be useful for nonlinear problems. In the future,
various case studies for nonlinear model such as sociometry analysis will be examined.
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