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Abstract. The location information of a signal source is localized through a sensor
network in many practical applications. Besides the measurement noise, sometimes the
measured data are contaminated with multi-path interferences, which may distort the
main-lobe of the correlation functions and lead to localization errors. In this paper the
localization algorithm of the signal source under the multi-path environment is consid-
ered. A refinement for the time difference estimation of the signal arrival times between
the different sensors is applied to enhancing the main-lobe of the correlation functions,
and the mutual error verification is further introduced to reduce the affection caused by
the estimation errors of time difference. The effectiveness is illustrated through the sim-
ulation examples of the low frequency seismograms.
Keywords: Source localization, Estimation of time difference, Error verification, Low
frequency seismograms

1. Introduction. Localization of a signal source is a fundamental problem in many
application fields. For example, the location information of the targets is used in radar
or ultrasonic wave recognition to determine the next action in the instrumentation unit
of autonomous vehicles, autonomous robots, the location information of the epicenter is
necessary in seismic analysis and early warning system [1, 2, 3, 4], the fault detection is
used for monitoring the underground pipes or cables [5], and the beam forming is used
in the transmitters/receivers in communication and acoustic systems [6]. Consequently,
a lot of localization systems and signal/data processing techniques have been proposed.
Most of the conventional methods deal with the localization problem in two steps. In the
first step, they estimate the time difference of the signal wave arriving at the different
sensors, while the others estimate the arrival directions to make use of the space diversity
under the case where the signal waves have propagated through a long distance. In the
second step, the source position is deduced using a localization algorithm. In the existing
methods, the time difference can be obtained by maximizing the correlation functions of
the measured signals, or maximizing the semblance function [7, 8], or synchronizing the
peak of correlation functions of the detected signal waves such as the seismic waves in the
array record of seismograms in time domain [9, 10]. Moreover, it is shown that optimizing
the semblance function in the frequency domain can improve the computational efficiency
of the processing algorithm [11]. On the other hand, the arrival directions are estimated
through some subspace methods based on array signal processing techniques in radar and
communication systems [12, 13], and the performance is analyzed [14]. Compared with
the sub-optimal two-step methods since the fact of each arrival signal coming from a
same source is not considered in the first step, the direct localization methods using the
centralized one-step algorithms are also investigated in an active radar network [15].
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In many of the existing methods, it is assumed that the signal waves propagate to the
sensors or receivers directly through a single path, or the multi-path interferences do not
affect the estimation of location too much when using some instinctive characteristics such
as space diversity. Nevertheless, in some severe propagation environment, the measured
signals are contaminated with the multi-path interferences caused by wave reflection or
scattering, and the performance of the source location’s estimation degrades largely due to
the affection of the side-lobes associated with the multi-path interferences. Furthermore,
the localization performance degrades largely if the source signal has severe band limita-
tion where there are insufficient frequency components for time difference estimation or
direction of arrivals.

On the other hand, if the data obtained by each sensor in the sensor network can
be effectively fused, much information may be detected from the measurements and it
may help to reduce the affection of measurement noise as well as the multi-path inter-
ferences. In this paper, a new two-step localization algorithm using the data measured
by the sensor network is presented. It introduces a time refinement to the estimation
of the time difference between the signals measured by different sensors, and fuses the
information detected from each sensor through a weight matrix, which is determined by
the result of mutual error verification. Then, the localization of the signal source turns
to a nonlinear optimization problem under the multi-path environment where the source
signal is band limited. The effectiveness of the proposed algorithm is also investigated
through a numerical simulation example of the epicenter location from the low frequency
seismograms.

The rest of the paper is organized as follows. In the next section, the main description
of the problem considered in this paper is summarized. In Section 3, the estimation
algorithm for the time difference between the measured signals is investigated, then the
precision evaluation of time difference estimation is illustrated, and the information fusion
through a weight matrix and the nonlinear optimization to localize the source are shown in
Section 4. Section 5 demonstrates a numerical simulation example. Finally, the conclusion
and the future research work are given in Section 6.

2. Problem Statement. The diagram of sensor network considered in this paper is
illustrated in Figure 1. In the network with L sensor elements, the signal at the location
of a signal source is denoted as s(k), which cannot be measured directly. Here k indicates
a normalized instant of kts, and ts is the sampling interval of the measured signals.
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Figure 1. Illustration of sensor network and signal source

s(k) propagates from the source location to the lth sensor through the channel H(l),
where l = 1, . . . , L. Let the signal measured by the lth sensor be denoted as a(l)(k), which
is contaminated with the noise term n(l)(k). Then, the relation of the measured signal
a(l)(k) at the lth sensor and s(k) can be approximated by
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, which will alter the waveforms, and affect the estimation of source lo-

cation. Moreover, in some practical applications, the source signal s(k) is such a band
limited signal that the estimation of the channel parameters, or the channel identification
is not an easy task.

Many conventional two-step localization methods attempt to estimate the time differ-

ence of the main wave τ
(l1,l2)

0 between the signal measured by the l1th and the l2th sensors.
The estimation can be performed through the correlation functions, the semblance of the
signal waveforms, the difference of waveforms, etc. However, under the multi-path envi-
ronment, the sub-waves will generate side-lobe in the correlation function. The distortion
of the main-lobe caused by the side-lobe leads to some considerable estimation errors
that may yield large mismatch of the source location. Consequently, the affection of the
side-lobe should be reduced, and the estimation errors of time difference are also dealt
with to improve the localization performance in the new algorithm.

3. Estimation of Time Difference. A new two-step algorithm is proposed to localize
the signal source. To decrease the affection of noise terms and the affection of the side-lobe
caused by the multi-path interferences, the correlation functions are calculated from the
average periodograms of the measured signals first, and then the estimation is updated
through refining the periodograms in the first step of the proposed algorithm.

3.1. Initial estimation using periodograms. Let the discrete-time Fourier transform
(DFT) of the measured signal in the ith time window [ti, ti + N − 1] be denoted as
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where ti is the time offset of the ith window, N is the window length, while ω is the
frequency interval 2π/N . If N is chosen as a power of 2, the discrete-time Fourier trans-
form can be performed through fast Fourier transform (FFT) algorithm to reduce the
computation load. Furthermore, let the average periodogram of a(l1)(k) and a(l2)(k) be
given by shifting the time window to t0, . . . , tI−1,
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where ∗ indicates the complex conjugate.
Correspondingly, the correlation function defined in the time domain
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can be approximated by
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in the frequency domain. Then the initial time difference between a(l1)(k) and a(l2)(k) can
be given by

τ̂
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from the periodogram as in (5). If the distortion caused by multi-path interferences can

be neglected, the estimation in (6) might be a good estimation for τ
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Nevertheless, the distortion may shift position of main-lobe of the correlation functions so
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the estimation in (6) may have large errors, which should be reduced further to guarantee
the effectiveness of source localization.

3.2. Refinement of time difference estimation. The affection of the measurement
noise and the side-lobe caused by multi-path interferences is considered in this section. In
the conventional methods, the cepstral prefiltering that utilizes inverse of the spectra is
often used to reduce the side-lobe. However, if the source signal has severe band limitation,
the performance of cepstral prefiltering degrades at the frequency points where there are
not sufficient frequency components. In order to improve the estimation performance, a
positive number c is introduced into the refinement of periodogram as follows:
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where α and c are the parameters determined by the spectra of noise terms and the source
components. To reduce the influence of noise terms, the parameter c is such a positive

real number that the magnitude of Ā
(l1,l2)
ref (ejnω) at the frequency points outside the band

limitation remains small, and hence it can be selected with respect to the magnitude
range and the magnitude boundary between the noise and the source signal components.
Moreover, α is a non-negative constant α = 1/2 − β ≤ 1/2, and 0 ≤ β ≤ 1/2. (7) can

also be considered as a weight function
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)β
that is

introduced into the numerator of the common cepstral prefiltering to reduce the influence
of noise. When β = 0, α = 1/2, (7) becomes similarly as the common cepstral prefiltering
where the denominator can cancel a large part of the side-lobe of the numerator under

low noise environment. For 0 < α, β < 1/2, Ā
(l1,l2)
ref (ejnω) might have lower side-lobe than

that of Ā(l1,l2) (ejnω). On the contrary, if the measured data contain large noise, β = 1/2,
α = 0 will yield the spectrum without any refinement. Therefore, the choice of α and β
can be a compromise between decreasing the effect of side-lobe and the influence of noise.

The refinement of the time difference estimation is calculated as
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where the refinement of the correlation functions
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Consequently, the estimation of time difference is updated by
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4. Localization of Signal Source. In this section, the second step of the algorithm to
localize the signal source is investigated by using the time difference estimation given in
Section 3. Although the estimation errors caused by the measurement noise and multi-
path interferences have been decreased by the refinement of periodograms, a few errors
still remain in the estimation due to the insufficient frequency components in the band
limited signals. To guarantee effective localization, the errors are mutually verified before
using the estimation of time difference to localize the signal source.

4.1. Mutual error verification. After estimating the time difference τ̂
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0 for l1, l2 =

1, 2, . . . , L, some redundancy information can be used to evaluate the estimation. Notice
that for the true time difference, the following property
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holds for l, l1, l2 = 1, 2, . . . , L. Then, the estimation of τ̂
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0 can be evaluated by verifying

the difference between τ̂
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It is seen that the larger ε(l1,l2) is, the more errors exist in τ̂
(l1,l2)
0 . Therefore, the matrix,

whose (l1, l2)th element is ε(l1,l2), can be considered as indices of all the estimated time
difference, and it can be used to determine the weight coefficients in the estimation of the
source location.

4.2. Estimation of source location. Using the estimation of τ̂
(l1,l2)
0 , and the corre-

sponding error index ε(l1,l2) for l1, l2 = 1, 2, . . . , L, the source location can be estimated
by solving the following optimization problem
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where w(l1,l2) is the weight coefficient with respect to the estimation error ε(l1,l2), x, y, z
are the coordinates of the source location, ∆(l1,l2) is the distance difference between the
distance from the l2th sensor, and the distance from the l1th sensor to the source location
as follows:
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where | · | indicates the distance, x(l), y(l), z(l) are the coordinate of the lth sensor, and v
is the propagation velocity of the signal wave. Here the weight coefficient is given by

w(l1,l2) = e
1−ε(l1,l2)

d , (15)

where d is a positive number, which is determined by the range of ε(l1,l2) and the sensor
number. Generally, d is set as a small value for the small range of ε(l1,l2) when the sensor
number L is large, and vice versa.

5. Numerical Simulation Example. In the numerical example, the low frequency seis-
mograms related to low frequency seismic ground tremors are considered. The tremors
occur with the moments released at deep subduction plate interfaces, and have some
characteristic motions related to the subduction zone and active fault. Detection, lo-
calization of the epicenter and analysis on these low frequency seismograms help us to
explore the seismic motions of deep ground structure, or to evaluate the performance of
earthquake-proof for deep ground structure. Therefore, localization the epicenter is an
essential problem in the low frequency seismograms. Different from the ordinary seismo-
grams, the low frequency seismograms have not explicit P-wave and S-wave arrivals, so
the time difference between the signal measured at several tiltmeters in an earthquake
monitoring network [1].

Let the location of the first tiltmeter station be the reference position, and then true
locations of epicenter in each simulation run are randomly distributed as normal dis-
tribution of N (39.2899′, (3.2909′)2) west in longitude, N (20.1193′, (2.6903′)2) south in
latitude, and uniform distribution as 10 ∼ 15km in the depth from the reference position.
Moreover, there is a refraction wave from the geological layer with depth of N (21, 1)km.
The main frequency components in s(k) are within 0.03 ∼ 1.1Hz, so the measured signals
a(l) are also low frequency band limited signals.
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There are 10 tiltmeter stations in the sensor network. The distance between every two
stations is normally distributed among 18.1km ∼ 20.5km. The seismogram records are
sampled at the sampling rate of 20Hz, and the records within a time window of 225s are
used for the data analysis. In the example, the signal to noise ratio is set as 15dB.

An example of the normalized magnitude spectrum of the measured signal is illustrated
in Figure 2, where the magnitude range is 8 ∼ 700. It is seen that the frequency compo-
nents are concentrated within a narrow low frequency band, and the components whose
magnitude is lower than 15 are the noise, so the parameters of the propagation channel
are not estimated easily using the band limited signals if little of the channel information
can be available.

In the algorithm, the data window length is chosen as N = 1024 to perform FFT. The
constant number c is chosen as 50 with respect to suppression of the magnitude of the
noise components, β is given by 1/8 so α = 3/8 in (7), whereas d in (15) is 3 with respect
to the range of 0 ∼ 12 for ε(l1,l2) in this numerical example. The simulation of localization
is performed for 30 simulation runs, where the source location has slight variation in every
simulation run. The average of estimated coordinates of the source location as well as the
standard deviation are summarized in Table 1, where the estimates are close to the true
ones.

As a comparison, the results obtained by the conventional methods without refinement
and mutual error verification have large estimation errors, which are mainly caused by
the multi-path interferences and signal band limitation.
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Figure 2. Example of magnitude spectrum of the measured signal

Table 1. Estimation of epicenter locations

Location to True Proposed Conventional
reference position values method method

Depth[km] 12.8018 12.5000 9.0776
Standard deviation ±2.2146 ±6.3705
West in longitude [′] 39.2899 39.1985 36.5919
Standard deviation ±0.6261 ±5.1950
South in latitude [′] 20.1193 20.0855 18.7129
Standard deviation ±0.3608 ±2.6566
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6. Conclusions. The problem of signal source localization has been investigated through
a sensor network. It has been shown that by introducing the refinement for time difference
estimation, and by introducing weight coefficients determined by the mutual error verifi-
cation into the nonlinear optimization problem, the proposed algorithm can work under
the multi-path environment. The effectiveness of the algorithm has been demonstrated
by the analysis of low frequency seismograms. The algorithm for the more complex en-
vironment such as multi-source or severe multi-path interferences and the application to
the real seismograms will be investigated in the future work.
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