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Abstract. Using powerful classification frameworks to handle with large data sets has
attracted much attention in medical applications. This study shows an application of
deep Boltzmann machines (DBM’s) to characterize intravascular ultrasound (IVUS) sig-
nals of coronary plaque. Our problem is to recognize coronary plaque tissues from IVUS
signals. In the IVUS data sets, the data normalization is affected by near field artifacts;
thus it gives rise to difficulties of the classification by DBM’s. Additionally, there are
significant imbalances between tissue classes. In solution, we introduce an accumulative
selection of training sets which is sensitive to misclassification rates to deal with class
imbalances while the IVUS data set is concerned at binary level. The results show that
the proposed method performs better than integrated backscatter IVUS method (IB-IVUS)
for the same task.
Keywords: Coronary plaque, Intravascular ultrasound, Deep Boltzmann machines,
Class imbalances

1. Introduction. Blood flow becomes restricted when coronary plaque develops inside
arteries. More seriously, blood flow can be blocked if the plaque destabilizes and ruptures.
In pathology research, the evaluation of atherosclerotic plaque progression and its rupture-
prone risk is a crucial task in order to prevent its fatal consequences. IVUS technique
allows to investigate plaque built up inside artery thanks to ultrasound. From those
acquired ultrasound signals, plaque tissues are characterized by a computerized program
for further consideration of medical diagnosis.

To evaluate plaque structure, it requires careful steps from data acquisition to classifi-
cation [1]. Often, acquired IVUS signals are analyzed thanks to methodologies of signal
processing and pattern recognition. There are various approaches to process IVUS sig-
nals from signal preprocessing to pattern extraction, and data representation such as time
and fequency domain. In addition, each IVUS analysis method designates a classification
model which is trained to learn the distribution of predetermined features. For example,
integrated backscatter (IB-IVUS) [2] is a method which analyzes power spectrum of IVUS
signals and calculates the IB values as the features for tissue classification, or, Nair et al.
[3] proposed autoregressive classification model.

Machine learning has become a great concern in medical applications because it provides
some powerful learning models for handling big data sets. In the field of machine learning,
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deep learning [4] has attracted enthusiastic interest in recent years, which is architected by
a deep network to handle with large, high-dimensional data sets. Restricted Boltzmann
machine (RBM) is a good initiation for constructing multiple-layer network [4,5]. It is a
probabilistic model that contains a layer of hidden binary variables connecting to a visible
layer of visible variables, and the hidden layer will model the distribution of visible layer
[6,7].

RBM itself can play as a self-contained framework as a classification model [8]. Orig-
inally, RBMs were developed using binary stochastic units for both input and hidden
layers, and the extension to Gaussian visible inputs was also implemented [6]. The latter
case employs data normalization to transform data sets into unit interval or standard nor-
mal distribution. In [9-11], we used the standalone model of RBM for the classification
of IVUS tissues. However, IVUS signals are affected by near field artifacts, i.e., it results
in high amplitudes surrounding transducer [12]. We observed that the data normaliza-
tion of IVUS signals is significantly affected by those artifacts [9]. In addition, the class
imbalances of IVUS training data sets give rise to difficulties of tissue classification.

Pursuing a deep network to learn complicated IVUS data sets better, in this study, we
are interested in deep Boltzmann machines (DBM’s) [13] that is constructed by stacking
restricted Boltzmann machines (RBM’s). We employ a quantization domain to extract
binary featured patterns for DBM to avoid near field artifacts by normalization.

This paper is organized as follows. Section 2 presents our method with the description
of DBM network, pattern extraction for the classification and the proposed solution to
deal with class imbalances. Section 3 shows the experiments and results. Finally, Section 4
will conclude the study.

2. Methodology.

2.1. Deep Boltzmann machines. The DBM network we use in this study is shown in
Figure 1 with two hidden layers h1 and h2 where x, y are visible and class layers. Archi-
tecturally, the DBM includes RBM with (x, h1) and classification RBM with (h1, h2, y).
The first RBM transforms data into low-dimensional codes for the classification of the
latter one. We call coding phase and classification phase correspondingly.

Figure 1. Deep Boltzmann machine network with two hidden layers

In coding phase, RBM is trained by stochastic contrastive divergence [6]. In classifica-
tion phase, we use discriminative training of classification RBM. In prediction, class j of
input x is defined by:

j = argmax
i

P (yi | h1, x). (1)

The readers can refer to [8] for further detail.

2.2. Pattern extraction. Figure 2 illustrates the patch extraction where Figure 2(a)
is about a stained vessel section. Its B-mode image is displayed in Figure 2(b). Plaque
is drawn as in Figure 2(c) whereas plaque is drawn by lines with fibrous, fibrofatty and
fatty areas denoted A, B, C, respectively. Time-series signals (A-lines) of vessel section
in Figure 2(a) are longitudinally shown in Figure 2(d). We extracted patches of M × N
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Figure 2. Patch extraction from time-series IVUS signals. Picture (a)
shows a stained vessel image with B-mode display in (b). Three tissue
components fibrous, fibrofatty and fatty are detected by experts as denoted
A, B, C, respectively.

pixels as window frames in Figure 2(d) whereas A, B, C denote fibrous, fibrofatty and
fatty areas in Figure 2(c), respectively. Each patch corresponds to an M × N matrix of
quantized amplitudes which were integer-valued ones received from a 12-bit analog-to-
digital converter (ADC) of the IVUS transducer. Then, those quantized amplitudes are
represented in binary series of 12 bits the same as the IVUS transducer quantization size.
In one rough interpretation, this work is understood that 12 visible units of the DBM are
allocated to encode an amplitude.

2.3. Dealing with class imbalances. Our IVUS data sets concern three tissue classes:
fibrous, fibrofatty and fatty. In fact, the distribution of classes is considerably different,
and fibrous often outrepresents the rests. Fatty acounts only around 2 percent of the
data sets. To deal with the difficulty of class imbalances, in each training epoch of the
classification phase of DBM, we reselect the training volume of each class. We follow the
idea of the cost-sensitive training scheme in [14] to update the volume of training sets.
Shortly speaking, the number of each sub-class chosen for training is accumulated so that
it depends on the training cost of previous training step. Here, misclassification rate is
defined as training cost. Due to class imbalances, the cost differs between classes so the
training sets should be updated in proportions to the misclassification rate of each class.

Specifically, let ni∗ be the number of samples in class i of training sets, where nij is the
number of i-class samples which are classified in class j. Then, the misclassification rate
of class i, say Missi, is defined by:

Missi =
∑
j ̸=i

nij/ni∗. (2)

Now, we add superscript (k) to nij and Missi, those are n
(k)
ij , Miss

(k)
i , to define that they

are calculated at the k-th training iteration. Let n
(k)
i be the number of i-class training

inputs which are chosen at step k. With the above assumption of cost sensitiveness, we
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define the number of i-class training input samples at step k + 1 by:

n
(k+1)
i = n

(k)
i +

[
α × ni∗ ×

(
Miss

(k)
i − min

j
Miss

(k)
j

)]
. (3)

Here, [.] is a round function. In case n
(k+1)
i > ni∗, i.e., the number of i-class samples

defined by Equation (3) is greater than the number of i-class samples in the training
sets, oversampling is used, otherwise undersampling is used. For oversampling, we use
replication. Equation (3) describes the accumulative training volume of each class. The
real number α is introduced to control the updated number of training samples. Obviously,
if at step k, the misclassification rate is minimized by class i, then the number of i-class
samples is unchanged in the next training iteration.

3. Experiments and Results. The research data sets were provided by the Graduate
School of Medicine, Yamaguchi University. Six vessel sections of human left circumflex
coronary artery were involved in this study. The ultrasonic observation was carried out
using a Galaxy IVUS system (Boston, USA) with a 40 MHz transducer at rotation speed
of 30 revs/s, and 256 A-lines were collected in one revolution. The analog signals were
sampled at the sampling rate of 210 MHz and quantized by a 12 bit ADC.

We used three coronary sectional images for training and three others for test. Table 1
shows the number of each class in data sets. Patches are extracted with five cases of size:
3 × 5, 5 × 9, 5 × 17, 5 × 25 and 7 × 17 of pixels, and then those patches are represented
in 12 bit series as binary stored by the IVUS transducer.

In settings, we set α of Equation (3) equal to 0.1, and the number of iterations equal
to 200 in all the cases of classification phase.

Figure 3 shows the classification of test case for the cases of patch sizes whereas the
DBM has a network size of 500-150, i.e., 500 units of the first hidden layer and 150 units of
the second one. The results are also compared with the performance of IB-IVUS method
for the same volumn size. The classification performances are assessed by G-mean which is
the geometric average of true positive rates (TPR) of all classes. Clearly, the G-means by
the proposed method are significantly improved as compared to the conventional method
IB-IVUS.

Table 1. Number of each tissue class in data sets

fibrous fibrofatty fatty
Training sets 106,002 12,582 4,585

Test sets 89,440 13,880 3,898

Figure 3. Classification of DBM in the cases of patch size
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Figure 4. Number of samples in each class by Equation (3) and the TPR
progress of each class achieved by 500-150 DBM with the patch size case of
5 × 25

Figure 5. Classification performance of one test vessel section by IB-IVUS
and DBM with fibrous, fibrofatty and fatty tissues classified and displayed
inside ROI

Obviously, the 5×25-size patches are better classified than the others as seen in Figure 3.
To show the effect of Equation (3), TPRs of each class are evaluated in each iteration,
and Figure 4 shows the number of each class defined by Equation (3) and the TPRs
corresponding to each iteration step for the patch size case of 5×25 and the 500-150 size of
DBM. The trends of TPRs are asymptotically closed, which means that the classification
is not significantly affected by the between-class imbalance degree.

Figure 5 shows the classification performance of one test vessel section by IB-IVUS
method and DBM with 500-150 of hidden layers, and patch size of 5×25. Figure 5(a) is a
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B-mode image, Figure 5(b) shows the plaque area drawn by experts, and Figure 5(c) and
Figure 5(d) show the classification performance of IB-IVUS and DBM, respectively. Ob-
viously, in that IVUS image displays, IB-IVUS recognizes between fibrofatty and fibrous
tissues not good as DBM does.

4. Conclusion. This study used deep Boltzmann machines to characterize IVUS sig-
nals. The bit level of data set was concerned. We presented an accumulative training
selection method to train deep Boltzmann machines that was sensitive to misclassifica-
tion rates. Although the research data set is relatively small, the experiments showed the
accumulative effect of the proposed method.

This study proposed a training set selection as in Equation (3), and the parameter α
was introduced to control the input number of each class. However, it was heuristically
defined in the experiments. The optimal value of α should be studied as future work. In
addition, the proposed method has been evaluated by comparison with the conventional
method IB-IVUS. The evaluation of the proposed method needs more considerations in
comparison with other methods in the literature of IVUS tissue characterization, or other
traditional classifiers in the field of machine learning.
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