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ABSTRACT. The financial revenue prediction model for the mining industry has been
challenged due to the many factors that influence commodity price fluctuations. Revenue
in the mining industry from year to year has continued to decline, and this has an im-
pact on large companies that have an impact on the company’s performance and profits.
Through this problem the researcher aims to propose a prediction model in the mining
industry using deep learning (DL ), which has not been widely applied in financial revenue
especially in the mining sector. This study uses a model of neural network LSTM learning
approaches. The implementation of financial revenue prediction is done by comparing
the LSTM model with an ARIMA. Data obtained for the last 6 years 2012-2017 from
data set of mining industry processed by the Ministry of Energy and Mineral Resources
and the World Bank. The evaluation model is compared between LSTM and ARIMA
used by root mean squared error (RMSE). In the ARIMA prediction with model (5,1, 0)
a ratio of 0.1 coefficients and a standard error below 1, p value below 0, this indicates
that the LSTM model has better accuracy compared to ARIMA with an average error of
0.24 on revenue indicators and 0.32 on the price indicator commodity.
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1. Introduction. Financial prediction models in the mining industry have been carried
out as much as in the analysis of predictions and estimates of future results of commodity
prices, one of which is by predicting future stocks, stock prices and even exchange rates
[1]. The financial revenue prediction model for the mining industry has been challenged
due to the many factors that influence commodity price fluctuations [2].

Revenue in the mining industry from year to year has continued to decline, and this
has an impact on large companies that have an impact on the company’s performance
and profits. Based on data obtained from the Organization of the Petroleum Exporting
Countries (OPEC) at the end of 2014 world oil prices fell by around 45%, which previously
averaged 100 dollars per barrel at the end of 2014 down to 53 dollars per barrel [3].

Through this problem the researcher aims to propose a prediction model in the mining
industry using deep learning (DL). DL is one part of machine learning to predict the model
that is currently developing and is widely used as a model for predicting the performance
of DL-based companies [4]. This prediction model has not been widely applied to financial
revenue in the mining sector. The neural network that will be developed using the long
short-term memory (LSTM) model is based on supervised learning data representation
[5]. In addition, this study compares with the univariate autoregressive integrated moving
average model (ARIMA).

The ARIMA model is the most popular model for exponentially analyzing time series
predictions. Univariate auto regressive ARIMA models can be developed more than one
variable, such as time series on ISHG stocks [6]. These models are very close to predicting
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time periods and time series in accordance with the trend of needs in an organization,
and this application was developed and carried out in mining sector agencies for decision
making and policies related to time series prediction models.

The objective of this paper is forecasting of the time series model of revenue and
commodity price in mining industry, using long short-term memory (LSTM) compared
to the auto-regressive integrated moving average (ARIMA). Also, the advantage of this
paper enables management or head practices to make decisions and guidelines regarding
time series prediction models in the mining industry. Revenue forecast in the mining
industry is maximally usable.

The structure of this manuscript is as follows. Section 2 gives literature review related
to the paper. Section 3 presents research methodology. Section 4 shows experiment and
results. Finally, in Section 5, conclusion and future research are given.

2. Literature Review. Implementation of the financial revenue prediction model in the
mining industry is not a new thing applied to deep learning (DL) performance. So, there is
a lot of literature that discusses the results of predictions with various kinds of algorithms
and methods applied to DL.

Lee et al. [4] argued that prediction models are developed to predict company per-
formance using technical data and indicator data. The method applied uses deep belief
network (DBN) with tuning training using the restricted Boltzmann machine (RBM). The
input variables used are revenue growth, operating profit, net profit, gross profit, operat-
ing expense, shareholder’s equity, total assets and capital adequacy ratio. The evaluation
model used is root mean square error (RMSE) by evaluating the value of actual data with
predictive data for 3 years. The results of studies show pre-training of RBM models and
backpropagation algorithms for fine tuning similar to the results of the DBN model, and
the proposed model shows 1.3-1.5 times a good decline. In addition, the results of [7] were
carried out by comparing methods with 4 prediction models, namely ANN, SVM, Naive
Bayes and random forest. Relevant research on the results of this study uses research
from Chen et al. [8] and Siami-Namini and Namin [6] the same characteristics also use
the basis of the deep learning model, one by comparing between ARIMA and LSTM, while
[8] used a hybrid crude oil price based comparison with deep learning, namely ARMA,
DBN and LSTM. These results indicate the performance of the model is very sensitive
from the parameters used, as in the statistical model is MSE, 9.4, CWgrw, CWaARMA -

3. Research Method. In the research methodology, it is carried out through a step of
research methodology for building deep learning schemes in revenue prediction models.
The step of research methodology is shown in Figure 1.

The stages in the roadmap are divided into 3 parts, namely, preprocessing, learning,
evaluation and final prediction results. In the preprocessing process, it explains the initial
steps at the stage of the research methodology by determining, tidying random and messy
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data through several processes including feature selection, feature extraction and scaling
and data sampling. Second process of learning/learning at this stage the process of train-
ing and testing the learning algorithm begins with the model selection, cross-validation,
performance metrics or hyperparameter optimization using two models, LSTM and ARI-
MA. In final process of evaluating, it uses the root mean square error (RMSE) and mean
absolute error (MAE) models to determine which results are best accurate.

3.1. Data source. In this study the data are obtained during the last 6 years each
month, starting from January 2012 to December 2017. The data source is divided into 2
parts, first the data comes from 3 samples of companies engaged in the mining industry
processed by the Ministry of Energy and Mineral Resources and the World Bank, both
of data sourced from data market and WTI crude oil market for commodity prices. The
observation results have a flat on commodity prices totaling 72, with 3 types of commodity
prices ranging from 216 data sets. In financial revenue, there are 216 data sets divided
into 3 mining industry sample companies. On revenue it is classified into 3 parameters:
revenue royalties, sales of mining revenue and revenue tax.

This study shows the parameters of the revenue and indicators on commodity prices
divided into 3 categories, namely revenue for coal, gold and petroleum mining. Likewise,
commodity prices are divided by the same 3 categories. The algorithm model used uses
one-step forecast, that is, with the model estimating a training data set and then one step
forecast calculated on the remaining data sets.

3.2. Pre-processing with normalization. Normalization or what is called standard-
ization is a predictive model step in deep learning through the process of pre-processing.
Normalizing the conversion of the original data into 0 and 1, in practice using MinMaxS-
caler by using the learn scikit library to scale fit 0 and 1.

The results of the normalization scale in Table 1 show that between normalization vari-
ables in commodity prices is data that was previously done to be produced into learning
outcomes of the neural network. This min-max scale is widely used in addition to this case
it is also used for stock prices, such as the denormalization results, namely: prediction =
output (data range) + minimum. Here output represents a neural network with a scale
(0.1), the data range represents the range of values of the number of original attributes
and the minimum is the range of the smallest attribute value [1].

TABLE 1. Description of MinMaxScaler’s normalization of commodity prices

Coal Price | Gold Price | Oil Price
0.610236 0.939821 0.846503
0.580709 0.918054 0.984499
0.513780 0.930858 0.842344
0.470472 0.935980 0.805293
0.446850 1.000000 0.762571

4. Experiment and Results.

4.1. LSTM model. Long short-term memory (LSTM) is a type of RNN proposed by [9].
LSTM is popular among other types of RNN because it does not experience exponential
loss or errors that grow through long time serial data, unlike other types of RNN [10].
Explanation of deep learning architecture is an analysis of mining revenue predictions
which are sequential data. Sequential data means here is 7'+ 1, the current time (¢) by
predicting the value at the next time in the order (¢ + 1), and using the current time (¢),
and twice before (t — 1 and ¢ — 2) as an input variable.
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Table 2 shows the characteristics and specifications of the proposed method, namely the
long short-term memory (LSTM). The LSTM method has an architecture with a hidden
layer 3 input layer of revenue and commodity price neurons in each ¢ — 1 variable in the
revenue prediction time series. The characteristic an optimization is Adam specification,
and weight initiation of this characteristic is Randomize. The data is subdivided into
epoch 100 in 80% Training (2012-2016) and 20% Test (2016-2017). This study tries to do
an in-depth comparison of the neural network in LSTM by performing the training value
with 3 hidden layers for revenue and commodity prices of neurons. These neurons have a
block component that contains gate elements to set status and output of blocks. These
blocks operate based on the input sequence, and each gate in the block uses a sigmoid
activation unit to control whether they are triggered or not.

TABLE 2. Characteristics and specifications of the LSTM method

Characteristics Specifications
Architecture 1 input layer

Neuron hidden 3 1gput layer (reve?nue)
3 input layer (price)

Optimization Adam
Weight initiation Random
Training data set 80%

Test data set 20%
Activation output Linear

Epoch 100

Therefore, this paper must justify this result [6] by comparing only 4 hidden neurons,
whether the accuracy is best compared to other neurons. These results can then be ex-
plained in the following Table 3.

TABLE 3. Hyperparameter comparison of RMSE evaluations on LSTM

Indicator | Neuron Layer Tr?ii\l/ISTEes T

Mining Coal 2 0.17 | 0.10
4 0.17 | 0.09

6 0.18 | 0.14

8 0.18 | 0.14

Mining Gold 2 0.12 | 0.11
4 0.12 | 0.11

6 0.13 | 0.11

8 0.13 | 0.11

Oil 2 0.18 | 0.10

4 0.18 | 0.09

6 0.18 | 0.10

8 0.18 | 0.10

Table 3 shows a hyperparameter comparison of the evaluation of several hidden neurons
by training and testing using the LSTM model. The hyperparameters used are hidden
neurons and the same batch size, 2, 4, 6, and 8 neurons. These results show that the
difference in determining the RMSE score is convergent. The best results are indicated
by convergent values of hidden 4 and batch size 4. The results of the RMSE assessment
summary of the LSTM method are also shown in Table 4.
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TABLE 4. Performance evaluation predictions of revenue using LSTM method

RMSE MAE
Train | Test | Train | Test
Mining Coal 100 0.17 [ 0.09 | 0.18 | 0.19
Mining Gold 100 0.12 | 0.11 | 0.27 | 0.29

Oil 100 0.18 [ 0.09 | 0.31 | 0.32
Average 0.16 | 0.10 | 0.25 | 0.27

Revenue | Epoch

TABLE 5. Performance evaluation predictions of commodity price using
LSTM method

. . RMSE MAE
Commodity Price | Epoch Train | Tost | Train | Test
Coal Price 100 0.04 | 0.14 | 0.18 | 0.33
Gold Price 100 0.07 | 0.10 | 0.24 | 0.27
Oil Price 100 0.06 | 0.05 | 0.22 | 0.19
Average 0.06 | 0.10 | 0.21 | 0.26

In Table 4, it can be seen the results of performance evaluations for the mining industry
revenue, indicating that the evaluation of RMSE and MAE is through the results of
training and testing data with an average comparison on RMSE 0.16 and 0.10, while at
MAE 0.25 and 0.32. the parameters used are 4 neurons, epoch 100 and batch size 4.

Table 5 shows the results of the performance evaluation for the commodity prices of
the mining industry, indicating the evaluation of RMSE and MAE through the results
of training and testing data with an average comparison on RMSE 0.06 and 0.10, while
at MAE 0.21 and 0.26. The parameters used are 4 neurons, epoch 100 and batch size
4. From both Tables 4 and 5, RMSE can be proven with standard errors smaller than
MAE, and these results can be seen in revenue predictions and commodity prices with
the LSTM method in Figure 2.

4.2. ARIMA model. Autoregressive integrated moving average (ARIMA) model is one
of the common models of autoregressive moving average/ARMA (p, q) by combining the
autoregressive/AR (p) and moving average/MA (q) processes by building a combined
model for the time model series [11]. Then if combined the ARIMA model is captured
with initial elements (p,d, q) or (p,0,q) as in the following formula:

P q
Ty =cCc+ Z @Z’l't_i + &+ Z ®i5t—i (1)
i=1 i=0

Parameter of Equation (1) from the formula of p and ¢ is part AR and MA command.
The ARIMA prediction model in the formula is described, z; is a general average, ¢ a
constant, J;x;_; autoregressive parameter to p, @;e;_; moving average parameter to ¢ [6].
The fit model in the ARIMA algorithm in this study used (5, 1,0) fitting model. This
sets the lag value to 5 for autoregression, uses a difference order of 1 to make the time
series stationary and uses a moving average model of 0. Data split is the same as that
used by LSTM model which is 80% training data and 20% testing data tested on that
data. The prediction model on ARIMA is the fit forecase model. The evaluation of the
results of training and testing also uses the root mean squared error (RMSE) and mean

absolute error (MAE) evaluation models.
The results are obtained from the ARIMA fit model (5, 1,0) with a coefficient of 0.1278,
standard error 0.190 and invert AR root 0.50 MA root 1.00. Then calculate the RMSE
error score in the mining industry revenue prediction model by configuring the comparison
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FIGURE 2. (a) Prediction of coal, gold and petroleum mining revenue; (b)
prediction of coal, gold and petroleum prices using LSTM

between the ARIMA and LSTM methods to find out how much the difference in accuracy
is significant to compare.

Table 6 shows the comparison of testing results using the RMSE evaluation model for
revenue predictions in the mining industry between the LSTM and ARIMA methods. It
can be seen that the RMSE evaluation on LSTM shows that the average standard error
of LSTM is lower than ARIMA.

5. Conclusion and Future Research. The combination model between the results
of RMSE evaluation with hidden layer 4 using epoch 100 parameters, the number of 4
batch size and 4 layer neurons produces the value of RMSE and MAE with the LSTM
neural network architecture in predicting performance evaluations for coal mining, gold
and petroleum mining with evaluation RMSE test 0.09, 0.11 and 0.09 as well as for
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TABLE 6. Comparison of the results of testing the best evaluation model
with RMSE between the LSTM and ARIMA methods

Indicator RMSE Indicator of RMSE

of Revenue | LSTM | ARIMA | Commodity Price | LSTM | ARIMA
Coal Price 0.09 0.23 Coal Price 0.14 0.64
Gold Price 0.11 0.55 Gold Price 0.10 0.45
Oil Price 0.09 0.24 Oil Price 0.05 0.16
Average 0.10 0.34 Average 0.10 0.42

evaluation performance on commodity performance by evaluating the RMSE test 0.14,
0.10 and 0.05. Hyperparameter shows the results of RMSE evaluation on LSTM with
hidden layer 4, batch size 4, epoch 100, Adam Optimizer is convergent value. ARIMA
prediction model (5, 1,0) with a ratio of 0.1 coefficients and a standard error below 1, p
value is below 0, this indicates that the LSTM model has better accuracy compared to
ARIMA with an average error of 0.24 on revenue indicators and 0.32 on the price indicator
commodity. The results of the RMSE evaluation on LSTM show that the average LSTM
error standard is lower than ARIMA with the average comparison on RMSE 0.06 and 0.10,
while at MAE 0.21 and 0.26. In future work, we will continue the research to explore
another deep neural network method, also exploring with any variables of this paper in
mining industry with enrich predictive of regression and sequence learning model.
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