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ABSTRACT. Scalability for web application has been a problem for system architect over
the years. Many system changes are proposed from within the application structure, data
structure and computing structure to adjust with fluctuation of mobile network connectiv-
ity, diversity between a plethora of modern devices, and the development of application
programming paradigm. There have been many mobile and cloud offloading schemas
that have been proposed on the last couple of years, each with their own objective in
mind. When addressing proof of location in web application, the current approach of
using server-client architecture has problems in scalability. Server can only handle lim-
ited computations concurrently, and when addressing the problem of scalability, a good
approach is to use decentralized system. This paper is proposing a decentralized approach
using reverse offloading architecture to address proof of location as an alternative to glob-
al positioning system in web application. The development method for our decentralized
web-app is using WebAssembly, and our scalability performance is evaluated using dock-
er swarm simulation test, and our proposed reverse offloading architecture shows better
performance in network throughput and computing resources.

Keywords: Decentralization, Reverse offloading, Proof of location, Scalability, Web
application

1. Introduction. The demand to improve performance of web applications is substan-
tial. Online economic activity is growing rapidly in developed and developing countries
[1]. The modern world is always active and hyper-connected, which means that user ex-
pectations in terms of application experience and performance are higher than in previous
times. If a website does not immediately send a response after being requested, or if the
web application always runs with a long delay, the user will immediately switch to another
website.

Modern web application development is one of the application development processes
that focus on the performance of a web application. There are several modern methods
of web application development that will be discussed here, namely the mobile ofoading
system method for web-centric devices [4] which proposes the offloading method from
client to server in a device-independent manner using web technology. To be able to offload
computing, Park et al. developed the offloading system as follows: offloading is carried
out on a new client-server for the mobile environment where the client’s core workload is
carried out, run remotely from the server side. This system also controls the ofoading
function based on annotations from the program side to simplify implementation and
minimize the process of parsing overhead from web resources.

Offloading is a mechanism to move computing from one computer to another. Usually
offloading is done to divide computing from client to server. Yang, researcher from Intel.
proposes Manageable Application Code Offloading (MACO) techniques that maintain the
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responsive side of applications and granularity of codes so that they are easily managed
[5]. This research focused on code and user interface to analyze performance. Focusing
on modern offloading methods moves the trend to a term called reverse offloading [6],
which directs the understanding of the offloading process to how data processing carried
out in a cloud data center can be transferred to an edge or client device, to limit large
data transfers through public networks and avoid major latency due to these transfers.

The problem that will be discussed as a form of implementation of reverse-ofioading
is a proof of location problem. Proof of location is a marker of the location of a device.
Traditionally, GPS is used for this process, where the position of a device is marked by
the latitude and longitude position of the GPS tracking machine that is on the device.
However, this approach has several problems, namely the amount of data sent to the
server, which then resulted in the server-side service proof of location not being scalable.
Another problem is that the use of GPS is very easy to mock and spoof, and hence, a lot
of cheat occurs.

From Figure 1, we can see proof of location using current approach, where device sends
GPS location every certain unit of time, (e.g., every 30 seconds). With this approach,
server can easily be overwhelmed with requests; thus, making this approach is not scalable.
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This paper will propose a decentralized method of defining proof of location. In Figure
2, each node acts as a reviewer of their peer’s geohash proof of location. Each actor who
wants to validate their proof of location needs to have at least 3 reviewers to validate it.
This will improve positioning accuracy of the actor and makes it easy to validate which
actor spoofs their location, as well as increasing server’s scalability.

This paper consists of 5 sections. In the first section we are elaborating background
of the problem. Next section will consist of literature review on related works about
reverse offloading mechanism and proof of location. The third section of the paper will
discuss our proposed method and architecture of reverse ofloading. The fourth section will
elaborate the simulation scenario to benchmark our method with state-of-the-art client-
server scenario, as well as analyzing and comparing simulation statistics data between
them. Last section will contain our conclusion and future works that might be derived
based on our paper.

2. Related Works. On proof of location, some researches like [7,8] are experimenting on
using blockchain technology to alleviate the proof of actor’s claim of location. Amoretti
et al. [7] propose a scheme that prioritizes on privacy and trustworthiness of the loca-
tion claims. This can be achieved by implementing a decentralized peer-to-peer and
blockchain-based scheme. Amoretti et al. also tackle some fraud scenario on location-
based services on their robustness analysis, e.g., cheating on actor’s or peer’s location,
replaying proof of location and colluding with other peers.

Yang et al. [9] propose implementation of position-based cryptography with location
privacy, applied on top of fog computing. Some other researches also include fog and
edge computing as part of the implementation scenario, mainly as an IoT system. Tang
et al. [10] implement their proposed system architecture to reverse offload computation
into mobile edge servers, as part of the decentralized peer-to-peer network to improve
connectivity on mobile devices.

Zbierski and Makosiej [11] propose the use of web workers as a method of cloud and
mobile optimization. Zbierski and Makosiej present a system for offloading web workers
on HTML5 from a mobile application to a remote server. The proposed solution is fully
transparent to developers, i.e., the existing application code does not need to be changed
in any way to benefit from this offloading method.

This research is a quantitative research that will discuss the design of a reverse-ofioading
web application system using WebAssembly and compare the results of the scalability
test of the web application with the results of scalability testing of web applications with
client-server architecture which is state of the art. This study measures the ability of the
application system performance if the user accesses this application concurrently in large
numbers and within a certain period. Application performance is measured based on
load or load that occurs on the server and network load used by both methods. Further
performance measurement processes will be explained in the sub-section of the evaluation
phase.

3. Methodology. This research is experimental research, which will compare the mea-
surement results of the scalability capability of a web application architecture that can be
seen in Figure 3. with a web application architecture using the reverse-offloading method
using WebAssembly, which can be seen in Figure 4.

In Figure 3, we can see the flow data and application process in the usual client-server
architecture in a web application. The browser on the client requests from the Ul logic
controller, using JavaScript. HTTP requests are made on the endpoint API from the
server side to get results from computation or data processing carried out on the server
side; in other words, the actual computing process is done on the server side, and the
client is only responsible for formatting data generated from the server side.
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FIGURE 4. Proposed reverse-offloading system design

This research would like to propose a reverse offloading application architecture, where
the computational logic that previously existed on the server, was offloaded, so that the
computation was done on the client side. The assumption is, for a small user scale, like
one or two clients, this kind of architecture will not feel the benefits of the performance,
instead it will make the application processing on the client side become heavier, because
the main application is run not on the server side, but on the client side. This design
refers to Figure 4.

This reverse offloading system focuses on transferring the computation and storage of
data that is shared (offloaded) from the server to the client. In Figure 4, it can be seen
that in the client architecture there are WASM Binary and Local Data Source which are
the main logic of this application web. WASM Binary is taken from the server when the
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client first requests the server and is taken from the binary source. Local Data Source is
also replicated from centralized data sources on the server and is taken when the client first
connects to the server. This client architecture scheme is then replicated for subsequent
clients, who have their own WASM Binary and Local Data Source.

4. Results and Discussion.

4.1. Simulation scenario. The simulation will run in this following machine with the
following specification: MacBook Pro 2016, intel core i7 2.7GHz, and 16GB RAM. Simu-
lation will run on a docker container to simulate scalability, similar to deployment mecha-
nism done by [12]. This simulation will simulate both client-server and reverse-offloading
application.

4.2. Data analysis. After doing the simulation with the steps above for each scenario,
we obtained simulation statistics that can be seen in Figures 5-7. Figure 5 shows the
comparison of CPU resource usage, Figure 6 displays the results of comparison of resource
memory usage, and Figure 7 displays a comparison of Net I/O resource usage. Figures 8
and 9 show a comparison of these three metrics in one diagram.
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Ficure 5. CPU usage (in percent) comparison

Results shown in Figures 5 to 7 show that in the reverse-offloading simulation, CPU
usage and Net I1/O are lower than the client-server architecture while maintaining similar
memory usage as the client-server architecture; even on a 50x scale. This shows that
the reverse-offloading architecture has the advantage of increasing scalability compared
to the client-server architecture. To discuss the details of the results of further scalability
statistics, we can see in Figures 8 and 9 for the details of this simulation classification
scenario.

On Figure 8, we classify 3 metrics (network I/O throughput with label NET_10, mem-
ory usage percentage with label MEM_USAGE, and CPU usage percentage with label
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F1cURE 8. Evaluation result comparing client-server and reverse-offloading
class on network I/O, memory usage, and CPU percentage

CPU_PERCENT) as a metered comparison between each class. In this picture we can
also see 4 different classes scattered among 5 to 50 simulation scenarios. Those classes
are cs-client, cs-server which represent client-server architecture, and ro-client, ro-server
which represent reverse-offloading architecture.

The result shown in Figure 8 shows that reverse-offloading simulation has lower CPU
and Net I/O compared to client-server architecture, while maintaining similar memory
usage, even on H0x scale. This demonstrates reverse-offloading scalability performance
advantage over the client-server architecture. To further break down these statistics into
scalability results, we can refer to Figure 9 for the simulation scenario classification.

On Figure 9, we can see the scalability breakdown of reverse-offloading performance
improvement compared to client-server on CPU and Net /O attributes. Classes ro-client
and ro-server show stable figure on CPU and Net 1/0O, while having similar values on
memory usage compared to cs-client and cs-server classes.

5. Conclusion and Future Works. In this paper, we analyze two separate methods in
web application development: the current state-of-the-art client-server architecture and
our proposed reverse-ofoading architecture. We proposed a decentralized system archi-
tecture and compared its scalability performance, by running a docker swarm scalability
testing and gathered the CPU usage, memory usage, and Net 1/O of both architectures.
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After running simulation, we can conclude that scalability improved when we switched to
our proposed reverse-offloading architecture, especially on CPU and Net 1/O.

Based on the results of our simulation, a decentralized solution can be applied to solving
a scalability problem and improving performance of proof-of-location systems. These
promising results are based on our simulation experiment; therefore, future research can
include the following topics: hardware architecture system of decentralized connectivity,
e.g., by using low-energy Bluetooth and Wi-Fi to implement this idea and simulation of
reverse-offloading architecture to tackle different problems other than proof-of-location.
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