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Abstract. This paper proposes a non-photorealistic rendering (NPR) method for gen-
erating concrete-wall-texture-like (CWTL) images from photographic images. CWTL
images imitate uneven concrete walls. The proposed method is executed by an iterative
calculation using correlation coefficient and inverse filtering. To verify the visual effects
of CWTL images, experiments are conducted with changing the value of parameters of
the proposed method and experiments using various photographic images. As a result of
experiments, it is clarified how to generate the CWTL patterns by changing the value
of parameters and confirmed that the CWTL patterns can be generated over the whole
image for all photographic images.
Keywords: Non-photorealistic rendering, Concrete wall texture, Autocorrelation coef-
ficient, Inverse filtering

1. Introduction. NPR for converting photographic images and 3-dimensional models
to oil painting [1, 2, 3], pencil drawing [4, 5, 6], and charcoal drawing [7, 8, 9] images
has been the subject of many studies. In recent years, such NPR is incorporated in
applications such as Adobe photoshop and Clip studio paint pro can be easily used by
non-professional users. In addition of NPR of art expression so far, Adobe photoshop
has new NPR for converting ripple-like and crystal-like images from photographic im-
ages. Many studies of such new NPR have been conducted for generating flow-pattern
[10], line-pattern [11], labyrinthine [12, 13], op-art [14], reaction-diffusion-pattern [15, 16],
cell-like [17], and interference-ripple [18] images. Flow-pattern image [10] is generated
using shock filtering with the robust orientation estimation by means of the structure
tensor. Line-pattern image [11] is generated using joint singular value decomposition and
unsharp mask. Labyrinthine image [13] is generated by combining a labyrinthine genera-
tion algorithm and graph patterns designed by designers. Op art image [14] is composed
of straight lines and curves, and is generated by a global optimization technique and an
algorithm based on a physical simulation of heat flow. To generate reaction-diffusion-
pattern images [15, 16], the mathematical model used in biology is used. Cell-like [17]
and interference-ripple [18] images are generated by inverse iris filter and inverse Sobel
filter, respectively.

In this paper, we propose a new NPR method for generating CWTL images from photo-
graphic images. CWTL images imitate uneven concrete walls shown in Figure 1. CWTL
images are completely different from the images generated by the conventional methods
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Figure 1. Example of texture of concrete wall

[10, 11, 12, 13, 14, 15, 16, 17, 18]. Our method is executed by an iterative calculation using
inverse filtering [19, 20] and autocorrelation coefficient. By using our method, CWTL pat-
terns are automatically generated in accordance with the luminance, shading, and edge
of photographic images. And, our method can preserve edges of photographic images.
To verify the visual effects of CWTL images, we conduct experiments with changing the
value of parameters of our method and experiments conduct experiments using various
photographic images. As a result of experiments, we found that our method can auto-
matically generate CWTL images, and clarified how to generate the CWTL patterns by
changing the value of parameters.

The rest of this paper is organized as follows. Section 2 describes our method for gener-
ating CWTL images. Section 3 shows experimental results, and reveals the effectiveness
of our method. Finally, Section 4 concludes this paper.

2. Our Method. Our method generates CWTL images from photographic images. Our
method is executed in three processes. In the first process, we convert photographic
images using autocorrelation coefficient. Autocorrelation coefficient is a feature quantity
of texture. From autocorrelation coefficient, it is possible to see the roughness, periodicity,
and directionality of texture. In the second process, we restore the converted images to
photographic images using inverse filtering. Inverse filtering is calculated by a procedure
that restores an image by a processing to an original image. The restored images include a
restoration error. In the third process, we convert the value of the pixels. The restoration
error is emphasized by repeating the three processes, and CWTL images are generated.
We show a flow chart of our method in Figure 2.

Figure 2. Flow chart of our method
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We show the detailed procedure of our method as follows.

Step 0: Let the input pixel values on coordinates (i, j) of a gray-scale photographic
image be fi,j. The pixel values fi,j have value of 256 gradation from 0 to 255.

Step 1: Let the vectors that are created by arranging the pixel values in the window
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where t (= 1, 2, . . .) is the number of iterations, f
(1)
i,j = fi,j, and a
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i,j are the averages

of the pixel values in the window. Autocorrelation coefficients c
(t)
i,j,k,l are calculated

from the area in the window of 2W + 1 centered on the pixel (i, j) and the pixel
(i + k, j + l) that is (k, l) pixel away from the pixel (i, j) as follows.
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Averages of autocorrelation coefficients C
(t)
i,j in the window centered on the pixel (i, j)

are calculated as
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where it is not included in the calculation when k = 0 and l = 0. The pixel values
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where C
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max is the maximum value of the absolute value of C
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Step 2: The pixel values f
(t+1)
i,j using inverse filtering are computed as follows.
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Step 3: The processes of Steps 1 and 2 are repeated T times. The pixel values f
(T )
i,j

are converted to a value from 0 to 255 as
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where f
(T )
min and f (T )

max are the minimum and maximum values of f
(T )
i,j , respectively.

The image of the pixels values g
(T )
i,j is the CWTL image.
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3. Experiments. First, we visually confirm CWTL images by changing the value of
parameters T and W . In the experiments, we use Lenna image shown in Figure 3.
Next, we visually verify CWTL images generated from various photographic images. All
photographic images used in these experiments are 512 ∗ 512 size and 256 gradation.

Figure 3. Lenna image

3.1. Experiments with changing parameters. We visually confirm CWTL images
generated by changing the value of the iteration number T using Lenna image. The value
of T is set to 1, 3, 5, and 7. The value of the parameter W is set to 2. The results of
the experiment are shown in Figure 4. As the value of T is larger, the CWTL patterns
become clearer and are expressed finely. As the value of T is around 5, the CWTL images
are generated on the whole image. We think that the value of T is around 5.

We visually confirm CWTL images generated by changing the value of the window size
W using Lenna image. The value of W is set to 1, 2, 3, and 4. The value of the parameter
T is set to 5. The results of the experiment are shown in Figure 5. As the value of W is
larger, the CWTL patterns become bigger. However, as the value of W is larger, CWTL

(a) T = 1 (b) T = 3 (c) T = 5 (d) T = 7

Figure 4. CWTL images generated by changing the value of the iterative
number T

(a) W = 1 (b) W = 2 (c) W = 3 (d) W = 4

Figure 5. CWTL images generated by changing the value of the window
size W
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images and Lenna image increase in difference. We think that the value of T should be 1
or 2.

3.2. Experiment using various photographic images. We apply our method to eight
photographic images shown in Figure 6. The values of the parameters T and W are set to
5 and 2, respectively. The results of the experiment are shown in Figure 7. The CWTL
patterns are automatically generated in accordance with the luminance, shading, and edge
of photographic images throughout entire regions for all CWTL images, and the edges of
photographic images are preserved in all CWTL images. Therefore, if the values of the
parameters T and W are set to 5 and 2, we think that our method can generate CWTL
images for various photographic images.

(a) Airplane (b) Boat (c) Bridge (d) Building

(e) Cameraman (f) Girl (g) Lighthouse (h) Woman

Figure 6. Various photographic images

(a) Airplane (b) Boat (c) Bridge (d) Building

(e) Cameraman (f) Girl (g) Lighthouse (h) Woman

Figure 7. CWTL images generated from various photographic images
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4. Conclusions. We proposed an NPR method for generating CWTL images from pho-
tographic images. Our method was executed in three processes. The first process con-
verted photographic images using autocorrelation coefficient. The second process restored
the converted images to photographic images using inverse filtering. The third process
converted the value of the pixels. In experiments, we visually confirmed CWTL images
by changing the value of parameters using Lenna image, and verified CWTL images gen-
erated from various photographic images. As a result of the experiments, we found the
values of the optimal parameters to generate CWTL images. And we found that CWTL
patterns can be automatically generated in accordance with the luminance, shading, and
edge of photographic images, and the edges of photographic images can be preserved in
CWTL images.

In future work, we will try to apply our method to color photographic images and
videos.
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