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Abstract. Currently, many recommendation systems propose the breakthrough of tra-
ditional single recommendation. Many items usually belong to more than one label at a
time, for example, genres of music, categories of the products and emotions. One data
point could be labeled more than one tag which is a problem for many classification al-
gorithms. Clustering analysis is a primary task of data mining, which works by dividing
the dataset into the partitions based on the distance of data points. Clustering is an
unsupervised learning model, which is suitable to learn multi-label classification problem.
The technique is commonly used in machine learning, pattern recognition, and many
others. K-means is one of the simple and widely used clustering algorithms. In this
paper, we propose the collaboration between business and user-item reviews to predict the
multi-label classification. We implement the combination of k-means between business
and user-items review. We found that the value of k equal to three will have the best
multi-label classification results for business categories and business rating.
Keywords: Multi-label classification, User-item reviews, K-means

1. Introduction. In recent years, information technology and big data make the data
mining become an important research field. Currently, the recommendation system tries
to promote the traditional single recommendation with multiple recommendations. Let
data points belong to many categories. Single recommendation could not solve this chal-
lenge. In multi-label classification problems, each data point belongs to several labels at
the same time; as the opposite, in traditional single-label problems, each data point only
belongs to one of all possible labels [1].

Clustering is one of the important and widely used techniques to solve many problems
in the fields of machine learning, pattern recognition, and data mining [2-5]. The first step
of the k-means algorithm is to find the ideal k value. Several ways have been proposed
to determine the k value to avoid randomly choosing by users from the input data [6,7].
The effect of this initial step is crucial, and the differences between the parameters will
likely affect the results. K-means is one of the simple and widely clustering algorithms
[8,9]. K-means works by choosing initial centroid from randomly selected data points.
Every new data point belongs to the new cluster. The new centroid of each cluster will
be recomputed by averaging the data points which are assigned into the old cluster.

Many types of research for multi-label classification have been already conducted. SVM
one-against-all method [10,11] and DAGSVM [12] aim to solve multi-label classification
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problems. In those experiments, all datasets are a single independent dataset. In this
paper, we propose the collaboration between business and user-item review to predict the
multi-label classification. We implement the combination of k-means between the review
of business and user-items.

The remainders of the paper are organized as follows. Section 2 is the problem statement
and the preliminary preparation. Section 3 is the proposed methodology which uses k-
means for multi-label classification. Section 4 discusses the results of experiments to show
the performance of the proposed methodology. Finally, we give conclusions and the future
works in Section 5.

2. Problem Statement and Preliminaries. Clustering is one of the methodologies
which divides the dataset into many clusters based on the closeness of each other and
distance from those in the different clusters. For the basic clustering method, a set of
n data points, {x1, x2, . . . , xn} is clustered into k homogenous clusters by the distances
of the data points’ features. K-means is one of the popular clustering methods which is
started by choosing random k centroids as initial centroids {m1, m2, . . . , mk}. Each data
point xi will be assigned to its closest centroid into the jth cluster if the indicator function
f(j|xi) = 1.

f (j|xi) =

{
1, if j = arg min

1≤r≤k
||xi − mr||2

0, otherwise

Next step, each centroid needs to be recalculated of the average of all the data points
in a cluster. The candidate clusters centroid is then updated. Those steps need to be
repeated until stop criterion. Stop criterions are no new reassigned values and the number
of iterations is reached or all clusters centroids are converged.

The business dataset consists of the set of businesses Bu = {bu1, bu2, . . . , bun}, where
n is the total number of the businesses. User-item reviews dataset consists of the set
of users U = {u1, u2, . . . , um}, where m is the total number of users. Every user has
“votes” attribute which consists of 3 properties: “Funny”, “Useful”, and “Cool”. The
other attributes are “User id”, “Stars”, “date” and “Business id”. Table 1 shows the
user-item reviews dataset.

Table 1. User and businesses rating relationship

votes
User id Stars date Business id

Funny Useful Cool

0 2 1
Xqd0DzHai
yRqVH3W
RG7hzg

5 2007-05-17
vcNAWiLM4dR
7D2nwwJ7nCA

0 2 0
H1kH6QZ
V7Le4zqT
RNxoZow

2 2010-03-22
vcNAWiLM4dR
7D2nwwJ7nCA

0 1 1
zvJCcrpm2
yOZrxKffw
GQLA

4 2012-02-14
vcNAWiLM4dR
7D2nwwJ7nCA

In the YELP dataset, the business rating is defined by stars which are given by the
calculation of the rating, review count, categories and many other attributes. In this
paper, the system only considers three dimensions from the business dataset. Table 2
indicates the business dataset.
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Table 2. Business dataset

Bu Stars Review Count Categories
bu1 4.5 1,180 {list of categories}1

bu2 2 500 {list of categories}2
...

...
...

...
bun Ratingn reviewCountn {list of categories}n

Figure 1. The system architecture

3. Proposed Methodology. We combine k-means clustering to do multi-label classifi-
cation of YELP dataset. We collaborated with business and user-item reviews dataset.
Figure 1 shows the system architecture. The system starts with data preprocessing by
reading business dataset and user-itemreviews dataset. We utilize k-means clustering be-
cause it is a simple and easy algorithm. The initialization of k value is important for
k-means. K-means works by averaging each data point into the nearest neighbor.

A simple cluster k-means is shown by Equation (1).

W (Ck) =
∑

xi∈Ck

||xi − mi||2, (1)

where xi is the data point, and mi is the average value of data point assigned to cluster
Ck. In the clustering method, we will combine the clusters from business and user-item
reviews dataset as shown in Equation (2).

W (Ck) = arg max

(
σ

( ∑
xi∈C1k

||xi − m1i||2
)

, σ

( ∑
yi∈C2k

||yi − m2i||2
))

, (2)

where C1 is set of cluster 1, m1 is mean value assigned to this cluster for the business
dataset, C2 is set of cluster 2 and m2 is mean value assigned to this cluster for user-item
reviews dataset. The silhouette value is a measure of how similar an object is to its cluster
compared to other clusters. The high value indicates that the object is well matched to
its cluster and poorly matched to neighboring clusters [13]. σ(.) is a silhouette function
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for each data point in each class; the data points will belong to one class which has a
higher silhouette function value. K-means will repeat the step until all the clusters are
covered or no data point can be assigned into a new cluster. The total cluster variation
of the k-means could be defined in Equation (3).

SS(Ck) =
k∑

k=1

W (Ck), (3)

where SS(Ck) is a set of Ck. In the last step, the system will apply Support Vector
Machine (SVM) classification algorithm to extracting the label from each class. We
implement one vs. all SVM as a classification algorithm [14]. Given training data
(x1, y1), . . . , (xi, yi), xi ∈ Rn, i = 1, . . . , l and yi ∈ {1, . . . , l} where yi is the label in
the class of xi. The ith SVM will be trained with all ith label shown in Equation (4).

label of x = arg max
i=1,...,l

(
(ωi)T ϕ(x) + bi

)
, (4)

where (ωi)T ϕ(x) is a regularization function, and bi is biased for every ith SVM.

4. Experiments. The experiments used YELP dataset and selected a 746 data items of
Japanese restaurant category. We used 70% data for training and 30% data for testing.
We implemented a grid search to find the optimal number of clusters by frequency among
the indices of the data points. The optimal number of clusters is either k = 3 or k = 4 as
shown in Figure 2. The system uses k = 3 because it is little higher than k = 4. In the
remainder of the experiments, we will compare the clustering results for k value equal to
2 and 3.

Figure 2. Grid search for optimal k values for the number of clusters

Figure 3 shows the single cluster silhouette value for k equal to 2 and 3. Figure 3(a)
shows the silhouette of a single k-means for k = 2. Figure 3(b) shows the silhouette
value for single k-means k = 3. Figure 4 shows the comparison clustering results between
single and combination k-means. In single k-means, the 2nd cluster consists of fewer data
points; it means maybe some data points are miss-classified and enter the other cluster.
In the combination k-means, the cluster results are more balanced than single k-means.
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In Figure 5, we can find the confidence data points would likely be miss-classified into the
wrong cluster which is from the combination of k-means silhouette coefficients comparison
between k clusters. The silhouette value for k = 2 is 0.79 and for k = 3 is 0.73.

(a)

(b)

Figure 3. Single k-means silhouette value results for different k: (a) k = 2,
and (b) k = 3
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Table 3. Silhoutette value distributions for cluster k = 2

Cluster Size Silhouette
1 68 0.37
2 678 0.83

Table 4. Silhoutette value distributions for cluster k = 3

Cluster Size Silhouette
1 112 0.52
2 15 0.43
3 619 0.78

Figure 4. The comparison of clustering results between single and com-
bination k-means: (a) single k-means, and (b) combination k-means

Table 5. Classification accuracy comparison for each cluster and labels

Labels k = 2 k = 3
1 99.53 99.53
2 69.64 86.60
3 58.92 73.21

Table 3 and Table 4 are the distribution for each cluster. Although average silhouette
coefficient value for k = 2 higher than k = 3, the gap between clusters are higher. Based
on this result, we choose k = 3 as the best initial value for the model.

Table 5 shows the comparison of classification accuracy for each k value according to
the number of labels classification. We find that k = 3 with label 2 has the highest
accuracy for multi-label classification. With increasing labels number, the efficiency will
be lower.

5. Conclusions. In this paper, we present the multi-label classification through multi k-
means clustering which is utilized for business and user-item reviews. The determination
of the initial k is chosen automatically by grid search to reduce the randomly chosen or trial
and error process. The confidence results are compared with the silhouette coefficient and
show the confidence level 0.73 with 3 clusters without overlapping class. In the future
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(a)

(b)

Figure 5. The combination of k-means silhouette value for different k:
(a) k = 2, and (b) k = 3

research, the combination of k-means techniques would be optimized using the multi-
optimization algorithm instead of merging technologies. Furthermore, the initialization
problems of k-means can be extended for spatial dataset where the region is considered.
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