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Abstract. We examine a new state space design method for filtered inverse systems
for non-linear systems that reproduces approximately the input to the non-linear system.
The inverse system is expected to be applied to various fields, and the behavior of the
system can be described in a wider operation range than the linear system by using the
non-linear system. This method is based on the fusion of the observer and the decoupling
method. The proposed method for filtered inverse systems is simplified considerably.
Keywords: Inverse system, Observer, Decoupling, State space

1. Introduction. For time-invariant linear systems, various researches on inverse sys-
tems that reproduce input data from the output data have been done [1-11]. Applications
of the inverse system to various fields such as model matching control [3], servo system
[4], internal model control [13], repetitive control [14,15], model feedback control [16,17]
are being considered. The conventional studies of inverse systems are classified into three
systems: the system by Silverman [5], the system by Sain and Massey [6], and the system
reproducing only low frequency components by Yoshikawa and Sugie [10].

The system by Silverman, for a given system, finds a system that makes the whole
system into an identity matrix by series coupling and defines it as the inverse system.
The inverse system obtained by this method is ideal, because the input data can be
faithfully reproduced from its output data. However, in general, the obtained inverse
system is not proper, so it needs a differentiator. Therefore, this method is not realistic.

The system by Sain and Massey, for a given system, finds a system that makes the
whole system into an integral function matrix by series coupling of the system and defines
it as the inverse system. The inverse system obtained by this method is also impractical
because it requires a differentiator when faithfully reproducing the input.

The system by Yoshikawa and Sugie is a method of giving up reproduction of high
frequency components of input and only reproducing low frequency components [10].
This system finds a system that makes the whole system into a low-pass filter by series
coupling of the proper system and defines it as the inverse system. The system obtained
by this method, which is called filtered inverse system, is practical because it does not
require a differentiator. In addition, Yamada and Watanabe have proposed a method of
constructing this filtered inverse system on a state space that can be easily calculated
[12]. The above research is directed to a linear system. An actual system generally has
nonlinearity. When linear control is applied, it is difficult to obtain a good reaction in the
operating range including the non-linear system. A wider operating range can be obtained
by using a non-linear system. However, the inverse systems for non-linear system have
not been fully considered yet.
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The purpose of this paper is to propose a design method for left filtered inverse system
for non-linear systems. This method is based on decoupling into the observer and state
feedback. There is an advantage that it can be handled that control structure and stability
uniformly on state space.

2. Inverse Systems. Consider the non-linear system in{
ẋ = A(x)x(t) +B(x)u(t)

y = C(x)x(t),
(1)

where x ∈ Rn(q) is a state variable, u ∈ Rp(q) is the input, y ∈ Rm(q) is the output and
q is the differential operator with respect to t. That is, qx means

qx = ẋ. (2)

Using the differential operator q, the system in (1) can be written by

G(q) = C(qI − A)−1B(∈ Rm×p(q)). (3)

We assume that the normal rank of G(q) satisfies

rankG(q) = p. (4)

The filtered inverse system for (1) is defined as follows [10,12].

Definition 2.1. (left filtered inverse system)
When m ≥ p, the system G+(q) is called a left inverse system for (1) if G+(q) is causal

and

G+(q)G(q) = diag

{
1

(1 + qT1)
α1

· · · 1

(1 + qTp)
αp

}
(5)

is satisfied, where

Ti > 0 (i = 1, . . . , p)

and αi (i = 1, . . . , p) is an appropriately positive integer.

3. Left Inverse Systems. In this section, we propose a state space design method for
the left filtered inverse system for the non-linear system for (1).

G+ G
uyy0 u0

Figure 1. G+G

Consider the system {
ξ̇ = A0(ξ)ξ +B0(ξ)u0

y = C0(ξ)ξ +D0(ξ)u0,
(6)

to be a candidate of a left filtered inverse system satisfying (5). Here ξ ∈ Rn(q), u0 ∈
Rm(q) and y0 ∈ Rp(q). The series connected system G+G is shown in Figure 1. From
Figure 1, u0 = y, we have

[
ξ̇
ẋ

]
=

[
A0(ξ) B0(ξ)C(x)
0 A(x)

] [
ξ
x

]
+

[
0

B(x)

]
u

y0 =
[
C0(ξ) D0(ξ)C(x)

]
.

(7)

Applying transformation as [
ξ0
x0

]
=

[
I I
0 I

] [
ξ
x

]
(8)
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to (7) gives
[

ξ̇0
ẋ0

]
=

[
A0(ξ) −A0(ξ) + A(x) +B0(ξ)C(x)
0 A(x)

] [
ξ0
x0

]
+

[
B(x)
B(x)

]
u

y0 =
[
C0(ξ) D0(ξ)C(x)

] [ ξ0
x0

]
.

(9)

We settle A0 and C0 as
A0(ξ) = A(x) + B0(ξ)C(x) (10)

and
C0(ξ) = D0(ξ)C(x), (11)

respectively. Equation (9) is rewritten by
[

ξ̇0
ẋ0

]
=

[
A0(ξ) 0
0 A(x)

] [
ξ0
x0

]
+

[
B(x)
B(x)

]
u

y0 =
[
D0(ξ)C(x) 0

] [ ξ0
x0

]
.

(12)

This equation is equivalent to{
ξ̇0 = (A(x) +B0(ξ))C(x)ξ0 +B(x)u

y0 = D0(ξ)C(x)ξ0.
(13)

The rest is to settle D0(ξ) and B0(ξ) to make (13) satisfy (5). From (13), using differ-
ential operator q, we have

y0 = D0(ξ)C(x) (qI − A(x)−B0(ξ)C(x))−1 B(x)u. (14)

Transposed system of (14) is equivalent to system in{
ẋ = AT (x) + CT (x)u

y = BT (x)x
(15)

controlled by
u = BT

0 (ξ)x+DT
0 (ξ)v. (16)

Here we denote

B(x) =
[
B1(x) . . . Bp(x)

]
, Bi(x) (i = 1, . . . , p), (17)

y =

 y1
...
yp

 and yi (i = 1, . . . , p), (18)

respectively. Differential equations of yi from the first order to αi-st order are written by

ẏi =
(
ḂT

i (x) +BT
i (x)A

T (x)
)
x = Ai1(x)x

ÿi = Ȧi1(x)x+ Ai1(x)ẋ =
(
Ȧi1(x) + Ai1(x)A

T (x)
)
x = Ai2(x)x

...
(αi−1)
yi =

(
Ȧi(αi−2)(x) + Ai(αi−2)(x)A

T (x)
)
x = Ai(αi−1)(x)x

(αi)
yi =

(
Ȧi(αi−1)(x) + Ai(αi−1)(x)A

T (x)
)
x+ Ai(αi−1)(x)C

T (x)u

= Aiαi
(x)x+ Ai(αi−1)(x)C

T (x)u,

(19)

where {
Ai0(x) = BT

i (x)

Aik = Ȧi(k−1)(x) + Ai(k−1)A
T (x) (k = 1, . . . , αi)

(20)
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and

αi = min
(
j|Ai(j−1)(x)C

T (x) ̸= 0; j = 1, . . . , n
)
. (21)

Multiplying
(αi)
yi ,

(αi−1)
yi , . . ., ẏi, yi by 1, βi1, . . . , βiαi

, respectively and summing, we obtain

(αi)
yi + βi1

(αi−1)
yi + · · ·+ βiαi

yi =
(
Aiαi

(x) + βi1Ai(αi−1)(x) + · · ·+ βiαi
BT

i (x)
)
x

+Ai(α−1)C
T (x)u.

(22)

We will describe βij’s design method later. Therefore, when we denote yH by

yH =


(α1)
y1 + β11

(α1−1)
y1 + · · ·+ β1α1y1

...
(αp)
yp + βp1

(αp−1)
yp + · · ·+ βpαpyp

 , (23)

we have

yH = Ψx+ Φu, (24)

where

Ψ =

 A1α1(x) + β11A1(α1−1)(x) + · · ·+ β1α1B
T
1 (x)

...
Apαp(x) + βp1Ap(αp−1)(x) + · · ·+ βpαpB

T
p (x)

 (25)

and

Φ =

 A1(α1−1)C
T (x)

...
Ap(αp−1)C

T (x)

 . (26)

When Φ has row full rank, that is,

rankΦ = p, (27)

the matrix Φ̃ exists satisfying

ΦΦ̃ = I. (28)

When u in (16) is given by

u = BT
0 (ξ)x+DT

0 (ξ)v = −Φ̃Ψx+ Φ̃Xv(t), (29)

where

B0(ξ) = −ΨT Φ̃T , (30)

D0(ξ) = XΦ̃T (31)

and

X = diag(β1α1 , . . . , βpαp), (32)

yH in (24) is written by

yH = diag(β1α1 , . . . , βpαp)v. (33)

By using differential operator q, this equation is written by

y = diag

(
β1α1

qα1 + β11qα1−1 + · · ·+ β1α1

· · ·
βpαp

qαp + βp1qαp−1 + · · ·+ βpαp

)
v. (34)

When βij are settled by

βij = αi
Cj(Ti)

−j, (35)

we have

y = diag

{
1

(1 + qT1)α1
· · · 1

(1 + qTp)αp

}
v. (36)

Equation (36) implies that we can design G+ satisfying (5).
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In summary, from (10), (11), (30) and (31), the left filtered inverse system G+(q) for
G(q) satisfying (5) is given by

ξ̇ = A0(ξ)ξ +B0(ξ)u0 = (A(x) +B0(ξ)C(x)) ξ +B0(ξ)u0

=
(
A(x)−ΨT Φ̃TC(x)

)
ξ −ΨT Φ̃Tu0

y = C0(ξ)ξ +D0(ξ)u0 = D0(ξ)C(x)ξ +D0(ξ)u0 = XΦ̃TC(x)ξ +XΦ̃Tu0.

(37)

4. Conclusion. In this paper, we proposed a state space design method of the left filtered
inverse system for non-linear systems. If it is possible to construct an inverse system in
a non-linear system, application in a wider range can be expected. Since this method
uses a noninterference method, it is limited to the configuration of the inverse system.
However, we believe that it can be used for IMC (Internal Model Control) applications,
where designers can design models to satisfy noninterference conditions.

Application of the proposed method will be presented in another article.
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