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Abstract. This paper presents the implementation of deep learning models for face
recognition in a mobile phone by using CoreML. A dataset with a total of 1632 images
from sixteen faces with various poses and angles was trained by using two popular existing
Convolutional Neural Network (CNN) architectures: VGG-19, and Google’s Inception V3
using Caffe deep learning framework. The models then were converted to a light CNN
model (i.e., CoreML Model) by using CoreMLTools and Python. The converted models
were implemented to an iOS-based application developed using Swift and CoreML SDK.
The results show that both models resulted in an accuracy score of 93.2% and 93.3%
for VGG-19 and Google’s Inception V3 architectures respectively. The average accuracy
score achieved by VGG-19 was 78.7% and Google’s Inception V3 was 78.8%. There
is no statistically significant difference between model trained by VGG-19 and Google’s
Inception V3 architecture. This almost certainly happened due to the fact that the number
of images in the dataset is not significantly large enough to give a significant difference
between those two architectures.
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1. Introduction. Mobile phone technology has been improving tremendously in this ubi-
quitous era today. The power of computing (CPU), graphics (GPU) and video camera
have been advancing expeditiously past these years. This opens the opportunity to imple-
ment algorithms that require abundant power of computing to process. A mobile phone
has become a necessity for us to be connected to the world. The major improvement of
mobile phone’s computing power would also lead to the opportunity for the improvement
of the user experience in a mobile phone. One of the methods to improve the experience
within a mobile phone is to allow the mobile phone to accurately recognize a person.
Recognizing one’s identity is a basic operation to improve the user experience [19, 27] as
this will allow a personalized user experience when user interacts with the mobile phone.

Face recognition is principally a classic problem in the computer vision research field.
Similar to the other computer vision problems, face recognition problems revolve around
in pose, lighting, and obstacles in faces. A number of researches have been done to solve
the problems, and one of the popular approaches is by using deep learning. Today’s
best deep learning architecture for face recognition method is the Convolutional Neural
Network (CNN). CNN allows the network to learn independently the images’ features
layer by layer with features maps that convolve around the images. The initial layers
learn simpler features, while the latter layers learn more complex features [11]. A large
neural-network architecture posed several problems if implemented to a device or system
that has limited resources of computing and storage. The computing power required to
train abundant images is extremely huge. Moreover, the model resulted from the training
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process generally is extremely large. However, a couple of giant techs corporations have
introduced API that can dramatically reduce the size of the trained models. This could
be used to deal with the storage problem in the limited resources devices such as a mobile
phone.
This paper presents the development of face recognition models by using Convolutional

Neural Network (CNN) for mobile phones. Two popular CNN architectures were used to
train the model and deploy it on a mobile phone. The models then were converted to
CoreML Models1 and deployed to a mobile phone. The results show the models achieved a
maximum score of 93.2% and 93.3% for VGG-19 and Google’s Inception V3 architectures
respectively. The models then were converted to light CNN models using CoreMLTools.
The converted models were deployed to an iOS-based mobile phone by using Swift and
CoreML SDK.

2. Recent Work.

2.1. Face recognition. This research applies Convolutional Neural Network (CNN) to
solving face recognition problem in mobile phones. CNN feature extractor uses deep
learning, a method that independently learns and discovers features in the provided image
datasets. Before CNN, there are several other approaches of face recognition techniques
which are categorized as local image descriptors such as: Histograms of Oriented Gradient
(HOG) [21, 26], Local Binary Pattern (LBP) [6, 24], and Scale-Invariant Feature Trans-
form (SIFT) [4, 5]. In these previous approaches, the researchers manually determine
image features from the datasets. Then, it extracts a small portion of the images using
image descriptors. In the later step, a pooling mechanism is used to generate the bigger
picture [18]. Other facial recognition approaches can also be found here [15].

Figure 1. CNN architectures and its error rate result on ILSVRC [1]

2.2. Convolutional neural network. Convolutional Neural Network (CNN) is a multi-
layered neural network that focuses on visual or image processing [9, 20]. There are
several architectures in CNN and it is still evolving. These architectures are usually
introduced on ImageNet Large Scale Visual Recognition Challenge (ILSVRC). The contest
processes its large database, ImageNet, using CNN method to correctly classify and detect
a visual object on the datasets. It can be clearly seen in Figure 1; the early model
of CNN’s architecture only has a shallow number of layers. Residual Neural Network
(ResNet) introduced in the ILSVRC 2015 increased the number of layers into 152. In this
research, we choose VGGNet Framework [22] introduced in the ILSVRC and developed by
Simonyan and Zisserman as our CNN’s architecture because it has medium size layers that

1https://developer.apple.com/documentation/coreml
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is suitable for training model in mobile phones. One advantage of using CNN and deep
learning technique compared with older learning algorithm is its scale with big amount
of data (i.e., more data delivers improved result). In a conventional machine learning
algorithm, more data generally delivers improved results until it reached some threshold
point, where more data will not result in a better result. Nevertheless, it also becomes
one of its cons because it also means the technique needs tremendous and various data to
produce a satisfying result. Looking at the CNN’s characteristic, this research only uses
a small portion of face datasets and aims to combine the coreML API that can reduce
the need for big-size of trained models.

2.3. Deep learning in a mobile phone. Research in deep learning area has been a
popular topic past these years due to the major improvement of the Graphical Processing
Unit (GPU) technology to process the computing problem in deep learning architectures.
Modelling data with statistics, mathematics and graphics were linked back to the first
neural network algorithm coined in 1940s [16]. However, the computing power back then
was not powerful enough to cope with a numerous number of data or complex architecture.
Nowadays, the computing power does not become a major problem in deep learning due
to the enhancement of the Graphical Processing Unit (GPU) technology. Recently, deep
learning models are being implemented to mobile phones as those devices have been
improving tremendously these days. Their CPU and GPU computing power has exceeded
the computer. This expands an immense number of opportunities to improve the mobile
phone user experiences. Some researches have shown that deep learning implementation
in a mobile phone has revolutionised mobile sensing [14] and has changed the way we
interact with phones [13, 17].

Some researches have been done to implement deep learning to a mobile phone [7,
8, 12, 23]. Most of the approaches were to build the deep learning network efficiently,
so the mobile phones are able to process the network fast and efficient, as the main
concern to implement a deep learning network to a mobile phone is the battery (besides
the computing power). Han et al. [7] implemented an interface engine to compress the
deep neural network architecture and speeded up the process up to 1018 times faster and
compressed 119,78 times smaller than the original architecture. Hinton et al. [8] used
a small image resolution and eliminate the explaining away effects in the architecture to
perform a faster deep learning. Finally, Lane et al. [12] used a software accelerator to
escalate the power of mobile phone to process a deep neural network architecture in a
mobile phone.

3. Proposed Method. Figure 2 illustrates the proposed research methods in this re-
search. First dataset was collected using front camera from a smartphone (f/2.2, 2.87 mm,
exposure time = 1/44). A burst picture (2320× 3088) was collected from sixteen adults
(14-21 images per-person covering several angles and poses) with a total of 272 images.
In the data pre-processing phase, a face detector was applied to the images to crop the
image. Due to the amount of the images, the collected dataset then was augmented in this
phase. The images were augmented by rotating the images to 30, 60, 120, 150 degrees,
sheering, and flipping the images horizontally, resulting in a total of 1632 images. For the
next step, the dataset was trained by using two existing CNN architectures, VGG-19 [22]
and Google’s Inception V3 [25]. The dataset was trained in 15000 iterations using Caffe

Figure 2. Proposed research methods
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[10] with step learning policy, base learning rate = 0.001, momentum = 0.9, step size =
10000, and gamma = 0.1 using GPU. The Caffe models then were converted to a light
deep learning model, CoreML models using CoreMLTools2 .
Next step is to implement the converted models to a mobile phone. The mobile phone

used was an iPhone X, with A11 Bionic Chip, Hexa-core 2.39 GHz processor, three-core
graphics GPU, 3 GB RAM, and a dual camera 12 MP, f/1.8, 28 mm + 12 MP, f/2.4,
52 mm. Finally, the models were evaluated with a total of 180 images divided into 26
classes. Sixteen classes were from the original classes, and ten additional images were
added to the testset. The architectures used to evaluate models were two existing CNN
architectures used in the training, VGG-19 [22] and Google’s Inception V3 [25]. Section
4 demonstrates the results and discussion from the training and evaluation of the models
trained with both VGG-19 and Google’s Inception V3.

4. Results and Discussion. A dataset collected with 1632 images was trained with
two existing CNN architectures, VGG-19 [22] and Google’s Inception V3 [25]. Figure 3
illustrates the example of training dataset images that have been processed in the data
pre-processing phase. Caffe deep learning framework was used to train the models using
VGG-19 and Google’s Inception V3 architectures (see Figure 4 for a CNN architecture
illustration). Both architectures receive input of 224 × 224 × 3 (RGB) images to be
convolved. The final layers of architecture are flattened, fully connected, and classified
using Softmax. Please refer to the original papers for the details of the architectures
[22, 25]. The models were trained using a computer with GPU powered for less than an
hour each architecture.

Figure 3. Training dataset

Figure 4. CNN architecture

Figure 5 demonstrates the highest accuracy performed by both CNN architectures,
VGG-19 and Google’s Inception V3 with the dataset collected. The average accuracy
score achieved by VGG-19 was 78.7% and Google’s Inception V3 was 78.8%. There
is no statistically significant difference between model trained by VGG-19 and Google’s
Inception V3 architecture. This almost certainly happened due to the fact that the number
of images in the dataset is not significantly large enough to give a significant difference

2https://pypi.org/project/coremltools/
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Figure 5. Training results

between those two architectures. The lowest accuracy score achieved by VGG-19 belongs
to Class 11 with a score of 70.6%, while Google’s Inception V3 achieved a score of 69.4%
(Class 8). Moreover, the highest accuracy score achieved by both architectures belongs to
Class 4, with an accuracy score of 93.2% and 93.3% from VGG-19 and Google’s Inception
V3 architecture respectively. The models then were converted to CoreML Model by using
CoreMLTools and Python before the models were implemented to a mobile phone. An
iOS application to recognize people face (using the converted models) then was developed
by using Swift and CoreML SDK.

5. Conclusion and Future Work. Two models were trained with two existing CNN
architectures, VGG-19 [22] and Google’s Inception V3 [25] using Caffe deep learning
framework [10]. The average accuracy scores achieved by both models were 78.7% and
78.8% for VGG-19 and Google’s Inception V3 architectures respectively. The highest
accuracy score belongs to Class 4 for both architectures (93.2% for VGG-19 and 93.3%
for Google’s Inception V3 architecture). The trained models then were converted using
CoreMLTools and were implemented to an iOS-based mobile phone application using
Swift and CoreML SDK. With the converted models, the application is able to recognize
people face in real time.

Next steps for the research plan are to collect more faces data and train the models with
more images, and to implement the models to a bigger system such as a virtual human
[2, 3, 27] that is able to recognize people and enhance the social interaction between the
virtual human and the users [3]. With the light version of the converted models, the
system can be implemented to mobile phones.
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