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Abstract. In order to achieve the theoretically effective and numerically efficient meth-
od for solving optimization problems, we propose a new hybridization of the Wei-Yao-Liu
(WYL) and Fletcher-Reeves (FR). In the method, the hybridization parameters are de-
termined by assuming the descent condition. Under proper conditions, property of the
method is attractive. Moreover, the global convergence of the method does not require the
assumption that the objective function is convex. The numerical results show that the
presented method is competitive to the FR and the WYL method.
Keywords: Conjugate gradient method, Unconstrained optimization, Global conver-
gence

1. Introduction. Consider the unconstrained optimization problem:

min
x∈Rn

f(x), (1)

where f : Rn → R1 is a continuously differentiable function. We denote its gradient by g.
Commonly, the conjugate gradient method (CG) is a very important technique for solv-

ing this problem, especially the large dimensional or nonlinear problem [1]. CG method
arises from the study of quadratic function minimization, but it can be extended to deal
with the minimization of non-quadratic functions. The iterative process of the CG method
is given by

xk+1 = xk + αkdk, k = 0, 1, . . . , (2)

xk is the current iterate, αk is the step length which is determined by some line search
and dk is the search direction defined by:

dk =

{
−gk, if k = 0,
−gk + βkdk−1, if k > 0.

(3)

βk is the regulatory parameter of search direction dk. CG methods are determined by
different scalar forms of βk, and CG methods have different search directions dk [2]. Some
common forms of βk are defined as follows:

βHS
k =

gTk (gk − gk−1)

dTk−1(gk − gk−1)
HS (Hestenes-Stiefel) algorithm [3]

βFR
k =

gTk gk
gTk−1gk−1

FR algorithm [4]

βDY
k =

gTk gk
dTk−1(gk − gk−1)

DY (Dai-Yuan) algorithm [7]
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βPRP
k =

gTk (gk − gk−1)

gTk−1gk−1

PRP algorithm [5,6]

Generally, FR and DY algorithms are considered to have good convergence property,
but the numerical results are poor; the PRP and HS methods have superior numerical
result. It is well-known, when the objective function is convex, Polak and Ribeire proved
that PRP method is globally convergent with the exact line search [5]. However, Powell
demonstrated that the PRP method cannot achieve global convergence when the objective
function is non-convex, and suggested that βk should not be less than zero [8]. Recently,
Wu made a further study and inferred a modified three-term PRP CG algorithm [9]. Du
et al. proposed four modified CG methods and proved these methods possess sufficient
descent property [10]. Gao and He proposed a three-term CG method for solving nonlinear
monotone equations with convex constraints and the method applied to solving the large-
scale non-smooth nonlinear monotone equations [11]. Based on a singular value analysis
on an extension of the PRP method, Babaie-Kafaki and Ghanbari put a nonlinear CG
method and proved it is globally convergent with the Weak Wolfe-Powell (WWP) line
search technique [12]. And the WWP conditions are represented as follows:

f(xk + αkdk)− f(xk) ≤ δαkg
T
k dk, (4)

gTk+1dk ≥ σgTk dk. (5)

This line search technique is often used to study the convergence of CG method [13,14].
To ensure that the βk is not negative, Wei, Yao, and Liu (WYL) propose a new CG
formula

βWYL
k =

gTk

(
gk −

||gk||
||gk−1||

gk−1

)
||gk−1||2

. (6)

The numerical experiments show that WYL is superior to PRP method, under the
sufficient descent condition, it is global convergence with the WWP line search [14]. On
the basis of the modified secant equation, Yin et al. acquired a modified PRP CG method
and the search direction generated by the presented method possesses both the sufficient
descent and trust region properties without carrying out any line search [15]. Li et al.
presented a modified CG algorithm by line search method with acceleration scheme for
nonlinear symmetric equations. The proposed method not only possesses descent property
but also owns global convergence in mild conditions [16]. It is also an effective way to
obtain high efficiency CG algorithm by constructing hybrid conjugate gradient method.
Considering the good numerical result of HS method and the strong convergence property
of DY method, Dai and Yuan projected the HS method and the DY method obtained the
hybrid CG method. Under the WWP, the authors proved the global convergence, and a
better numerical result than the PRP method is obtained in [17]. Andrei used PRP and
DY method to construct convex combination hybrid CG method, and the parameters
of hybridization are determined by conjugate conditions [18]. Recently, Babaie-Kafaki
and Ghanbari dealt with the convex combination of the PRP and FR method [19], the
parameter βk is derived by solving the least-squares problem min

θk

∥∥dHCG
k − dZZLk

∥∥, dHCG
k is

the search direction of this article, and dZZLk is the search direction of the three-term CG
method by Zhang et al. [20]. This motivates us to propose a hybrid method combining
the FR and the WYL methods. The hybrid method will possess some better properties
of the FR and the WYL method: (i) The scalar βk ≥ 0 holds automatically. (ii) The
global convergence with the WWP line search of the presented method is established for
non-convex objective function.
This article is divided into the following parts. In the next part, the algorithm is stated.

The global convergence is proved in Part 3, and the numerical results are reported in Part
4. The last part gives the conclusion.
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2. New Algorithm. Now we describe the following convex combining the new algorithm
of the WYL and FR methods:

βHWF
k = (1− θk)β

WYL
k + θkβ

FR
k . (7)

βHWF
k is called the hybridization parameter. If θk = 0, then βHWF

k = βWYL
k , and if

θk = 1, then βHWF
k = βFR

k . Then, we aim at finding a suitable choice for the hybridization
parameter θk. In this case, the search direction of new CG method with the parameter
(7) can be written as:

dHWF
0 = −g0, dHWF

k = −gk + βWYL
k dk−1 + θk

(
βFR
k − βWYL

k

)
dk−1, ∀k ≥ 0. (8)

θk are determined by assuming descent condition dTk gk < 0, from (8), after some alge-
braic manipulations, θk given by:

θ∗k =
1

cosφ
− 1. (9)

φ is the included angle of gk−1 and gk. θ∗k is well-defined when cosφ < 1 − ∥gk−1∥2

∥gk∥2
.

However, θ∗k given by (9) may be outside the [0, 1]. In order to maintain the convexity
in our hybridization of the WLY and FR method, if θ∗k < 0, then we set θ∗k = 0, and if
θ∗k > 1, then we set θ∗k = 1. That is, we deal with the following CG parameter:

βHWF
k = (1− θk)β

WYL
k + θkβ

FR
k .

Based on the above discussion, the hybridization parameter θk is computed by:

θ =


0, if θ∗k < 0, or gTk gk−1 = 0

θ∗k, if cosφ < 1− ∥gk−1∥2

∥gk∥2
, and θ∗k ∈ [0, 1]

1, if θ∗k > 1

(10)

Now we describe the algorithm as follows.
Algorithm 2.1 (the convex hybrid method).
Step 1. Choose an initial point x0 ∈ ℜn, ε ∈ (0, 1). Set d0 = −g0 = −∇f(x0), k := 0.
Step 2. If ∥gk∥ ≤ ε, then stop; otherwise go to the next step.
Step 3. Compute steplength αk by the Wolfe line search criteria.
Step 4. Let xk+1 = xk + αkdk. If ∥gk+1∥ ≤ ε, then stop.
Step 5. Calculate the search direction by (8).
Step 6. Set k := k + 1, and go to Step 3.

3. The Global Convergence Properties. In this section, we prove the global conver-
gence of new algorithm and the following assumptions are often needed (see [7,14,21]).

Assumption 3.1. The level set Ω = {x ∈ Rn|f(x) ≤ f(x0)} is bounded when x0 is the
initial point.

Assumption 3.2. The function f is continuously differentiable in a neighborhood Φ of Ω,
and the function gradient satisfies the Lipschitz continuity condition, that is, there exists
a positive constant L such that the following holds

∥g(x1)− g(x2)∥ ≤ L ∥x1 − x2∥ , ∀x1, x2 ∈ Φ. (11)

We will follow the convergence analysis of [7], and the following important condition is
essential [13].
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Lemma 3.1. (Zoutendijk condition) Suppose that Assumptions 3.1 and 3.2 hold. Con-
sider the iterative method (2) in which, for all k ≥ 0, the search direction dk is a descent
direction and the steplength αk satisfies the Wolfe conditions (4) and (5). Then

∞∑
k=0

(
gTk dk

)2
∥dk∥2

< ∞. (12)

Proof: By (5) and Assumption 3.2, we have

−(1− σ)gTk dk ≤ (gk+1 − gk)
Tdk ≤ αkL ∥dk∥2 ,

this means that αk ≥ −(1−σ)gTk dk

L∥dk∥2
, together with the descent condition gTk dk < 0, and (4)

implies that

δ(1− σ)(gTk dk)
2

L ∥dk∥2
≤ fk − fk+1,

summing up this inequality from k = 0 to ∞, and using Assumption 3.1, we can obtain
this lemma.
Then, we will show the Property(*), proposed by Gilbert and Nocedal which ensures

that βk is small when the step αk is small [22].
Property(*). Consider a method of the form (2)-(3), and suppose that

0 < γ ≤ ∥gk∥ ≤ γ, (13)

for all k ≥ 0. Under this assumption, we say the method has Property(*) if there exist
constants b > 1 and λ > 0 such that for all k,

|βk| ≤ b, (14)

and

∥sk∥ ≤ λ ⇒ |βk| ≤
1

2b
. (15)

Lemma 3.2. Suppose that Assumptions 3.1 and 3.2 hold. Consider the method (2)-
(3) with the following three properties: (i) βk ≥ 0, for all k ≥ 0; (ii) the line search
satisfies {xk}k≥0 ⊂ Ω, the sufficient descent condition and the Zoutendjk condition; (iii)
Property(*) holds [22]. Then, the method converges in the sense that

lim inf
k→∞

∥gk∥ = 0. (16)

Now, we can prove the following global convergence lemma for our hybrid CG method.

Lemma 3.3. Suppose that Assumptions 3.1 and 3.2 hold. Consider the CG method (2)-
(3) with the CG parameter βHWF defined by (7), in which the steplength αk is determined
by Wolfe condition (4) and (5). If the sufficient descent condition holds, θk ∈ [0, 1], and
there exists a positive constant M such that

θk ≤ M ∥sk∥ , (17)

then the method converges in the sense that (16) holds.

Proof: Firstly, because of the descent condition and (4), the sequence {xk}k≥0 is a
subset of the level set Ω. Also, from Lemma 3.1, the Zoutendijk condition holds. Consider
Lemma 3.2, it is enough to complete the proof if the method has Property(*).
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Let us consider βWYL
k . Denoting Yk = gk − ∥gk∥

∥gk−1∥
gk−1, by (11), we get

∥Yk∥ =

∥∥∥∥gk − ∥gk∥
∥gk−1∥

gk−1

∥∥∥∥
=

∥∥∥∥gk − gk−1 + gk−1 −
∥gk∥
∥gk−1∥

gk−1

∥∥∥∥
≤ ∥gk − gk−1∥+ ∥∥gk−1∥ − ∥gk∥∥

≤ 2 ∥gk − gk−1∥ .

(18)

By (18), (6) and (7), since θk ∈ [0, 1], from (13) we have∣∣βNWF
k

∣∣ ≤ βWYF
k + βFR

k

≤ gTk Yk

∥gk−1∥2
+

∥gk∥2

∥gk−1∥2

≤ ∥gk∥ · 2 ∥gk − gk−1∥
∥gk∥2

+
∥gk∥2

∥gk−1∥2

≤ γ · 4γ
γ2 +

γ2

γ2

≤ 5
γ2

γ2 ,

(19)

and from (11) and (17) we get∣∣βNWF
k

∣∣ ≤ βWY L
k + θkβ

FR
k

≤ gTk Yk

∥gk−1∥2
+M ∥sk∥

∥gk∥2

∥gk−1∥2

≤ 2Lγ ∥sk∥
γ2 +M ∥sk∥

γ2

γ2

≤ 2Lγ +Mγ2

γ2 ∥sk∥ .

(20)

Therefore, from (19) and (20), if we let

b = 5
γ2

γ2 , and λ =
γ2

2b(2Lγ +Mγ2)
, (21)

then (14) and (15) hold. Thus, the method has Property(*). NWF algorithm is global
convergence. The proof is completed.

4. Numerical Experiments. In this section, we present some numerical results ob-
tained by MATLAB implementations of the NWF method with the hybridization param-
eter θk given by (10), WYL, and FR. We chose 10 test functions, and during the test, the
parameters are set as follows:

δ = 0.2, σ = 0.4, ε = 10−6, NI ≤ 9999.

We stop the iteration if the NI ≤ 9999, three CG methods are compared in numerical
performance and the numerical results are given in Table 1.

In Table 1, a pair of numbers means the number of iterations and the number of
functional evaluations. Obviously, for the same function, the NWF method has fewer
iterations and the calculation seems to be more accurate. This means the new algorithm
has good performance for solving unconstrained optimization problems. In particular,
the hybrid CG method of FR and WYL seems to be the best one among the three



686 R. SHAN, L. JIA, J. ZHAO AND W. LIU

Table 1. Number of iterations and number of functional evaluations

Function FR WYL NWF
Booth 21\5.9384e-10 19\4.3694e-10 18\3.2853e-09
Matayas 156\1.2151e-07 173\1.1748e-07 88\4.0745e-07
Testf1 14\−4.0000 8\−4.0000 8\−4.0000

Dixon-price 21\7.0838e-10 39\6.0448e-10 19\3.7934e-10
Rosenbrock 26\1.0759e-12 23\4.5433e-06 17\2.3105e-10

Srn 5\2.0000 7\2.0000 7\2.0000
Simionescu 76\4.4353e-08 76\4.4353e-08 43\4.4353e-08

Testf2 16\−0.0937 17\−0.0937 40\−0.0937
Step 9\1.0280e-11 11\1.0890e-10 7\1.7885e-10
Trid 11\−2.0000 10\−2.0000 8\−2.0000

algorithms because it uses the least number of iterations and functional evaluations when
the algorithms reach the same precision. All numerical results show that the efficiency of
NWF method is encouraging.

5. Conclusions. In this paper, based on the FR and WYL methods, we present a new
improved NWF method. The global convergence with the WWP line search is estab-
lished. Numerical experiments show that the new algorithm is superior to the other two
algorithms.
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