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Abstract. This paper presents path selection model in the communication network
where geographically correlated failures take place. We consider both the proximity fac-
tor and the sharing factor while minimizing the path latency for effective path selection.
In order to estimate the path latency, we present the iterative analytical model and al-
gorithm. The proposed path latency model assumes the multiple packet losses and the
narrowband environment including multi-hop wireless network, where fast retransmis-
sion is not possible due to small window. Our path latency algorithm also considers the
initial congestion window size and the multiple packet loss in one congestion window.
Computational experiments show that for small packet loss rate, our algorithm finds the
least latency and for a given packet loss rate, round trip time and initial congestion
window size mainly affect the path latency. The proposed path selection model and path
latency algorithm are applied to building the sustainable communication network.
Keywords: Path selection, Path latency, Congestion control, Geographically correlated
failure

1. Introduction. Path or neighbor selection [1] is one of significant challenges when the
abrupt disasters – especially, geographically correlated failures occur on the communica-
tion network. The improper selection of neighbor node in which multiple geographically
correlated failures take place may make it impossible to transfer the important data be-
tween source node and destination node.

When the physical path information is known, Neumayer et al. [2] explore the impact
of the geographically correlated failures, but do not analyze the impact to the commu-
nication networks. Kim and Venkatasubramanian [3] have proposed the proximity-aware
neighbor selection method using the Euclidean distances between every physical node.
Their simulation has shown that proximity-aware neighbor selection techniques can dis-
seminate data to over 80% of reachable end destinations.

However, only proximity consideration may cause to choose a neighbor sharing a com-
mon router with other nodes. A geographically correlated failure that occurs at the shar-
ing router may lead to the cutting off of communication. In addition, they take account
of latency as a tie-breaker only when many nodes have the same minimum correlation
(proximity), and therefore, cannot select the path with the least latency [4].

The path latency [5] is one of many important measures in the communication network
since it is the main factor to affect end-to-end latency. Typically, path latency is affected
by transfer object (file) size and transmission time according to transmission rate of link as
well as by TCP congestion control mechanism. The common functions of TCP congestion
control mechanism are slow start, congestion avoidance, timeout, and fast retransmission
[6].
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Previous related works [7-9] on analytical models of path latency over TCP assumed
wideband network; therefore, they are not able to be applied directly to the narrowband
network environment, which this paper considers. That is why narrowband environment
including multi-hop wireless network does not allow fast retransmission of data due to
the very small size of window [10].
Lee [11,12] found the lower bound of path latency when all the packet losses occur in

the last window during slow start phase for the transfer completion. However, the lower
bound is an extreme value, and we cannot use it in the path selection model. Thus, the
contribution of our research is to propose more realistic model estimating path latency
when packet losses are equally spread over the time. We can find path latency very
easily by using our iterative algorithm based on the packet loss rate, the initial congestion
window size, the link bandwidth, and round trip time (RTT).
Computational experiences show that when the packet loss rate is small (below 6%) at

the given object size, the path latency is the least for selective acknowledgement (SACK)
transmission; however, it increases sharply as the packet loss rate increases.
Our path selection model and path latency algorithm improving the previous relat-

ed works [3,4,11,12] can be used in selecting the effective path with the least latency
while avoiding the area with the geographically correlated failures; therefore, sustainable
communication is maintained.

2. Path Selection Model. Previous path (neighbor) selection model [3] utilizes the
proximity factor which indicates the closeness between two paths. Initially, proximity
factors for every two paths from source node (X) to destination nodes (m,n) are set to
zero. Euclidean distances between every node pair included in two paths are computed.
The number that the Euclidean distance is less than the target distance (threshold) is
counted, and proximity factor is increased by that number. However, selection of neighbor
with the least proximity only may lead to the entire communication cut-off in the area
where the geographically correlated failures occur.
Selecting the common router with the least proximity factor as a neighbor node in the

failure area causes vulnerability to the entire communication shutdown. Thus, in such a
case, we have to avoid sharing a common router on the path even if the proximity factor
is very small.
We introduce sharing factor indicating that two paths share common router on each

path. Initially, sharing factors for every two paths from source node (X) to destination
nodes (m,n) are set to zero like proximity factor. If Euclidean distance between any two
nodes pair on two paths is equal to zero, then we comprehend that two nodes included in
the different two separate paths share common router. In such a case, we increase sharing
factor by one.
Additionally, when there are several nodes having the same least proximity factor and

sharing factor, path latency is used as a tie-breaker, and the node with the least latency
is selected as a neighbor. Path latency estimation algorithm when object size and several
parameters are given is discussed in Section 3.
Figure 1 presents path selection algorithm considering proximity factor, sharing factor,

and path latency by modifying previous algorithms [3,4].

3. Path Latency Modeling. In the path selection algorithm of Figure 1, we used the
path latency as a selection criterion. In this section, we describe how to estimate the path
latency. To build a simple analytical model, it is assumed that packets are transmitted in
units of the size of the congestion window. By receiving the transfer object size L bytes
and the sender maximum segment size (SMSS) S bytes from Algorithm 1 of Figure 1, the
number of packets included in the object is N = ⌈L/S⌉. If the probability of packet loss
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ALGORITHM 1. Path selection algorithm
01: INPUT: Nmax: target number of neighbor nodes (≥ 2), Dmax: target distance of a path

X: source node to want find neighbors (path)
M : set of random nodes
Pm, Pn: physical path from X to m,n; where Pm := {Rm1, Rm2, . . ., Rmr},
where Rmr := rth physical node on Pm

latency(Pm): latency of path from X to node m (∈ M), X ̸= m
L: transfer object size on Pm

S: sender (X) maximum segment size on Pm

02: OUTPUT: Neighbor (path) from X
03: BEGIN
04: for all Pm and Pn, X ∈ M , m ∈ M , n ∈ M , X ̸= m ̸= n do
05: CALL path latency function (Pm, Pn, L, S) of ALGORITHM 2 in Section 3 and obtain

latency for Pm, Pn;
06: ProximityFactor(Pm, Pn) = 0;
07: SharingFactor(Pm, Pn) = 0;
08: for all Rmi ∈ Pm do
09: for all Rnj ∈ Pn do
10: if D(Rmi, Rnj) < Dmax then //D(Rmi, Rnj) = Euclidean distance between Rmi and

Rnj

11: ProximityFactor(Pm, Pn) = ProximityFactor(Pm, Pn) + 1;
12: if D(Rmi, Rnj) = 0 then
13: SharingFactor(Pm, Pn) = SharingFactor(Pm, Pn) + 1;
14: end if
15: end if
16: end all
17: end all
18: end all
19: for all Pm and Pn, X ∈ M , m ∈ M , n ∈ M , X ̸= m ̸= n do
20: Ascending sort ProximityFactor(Pm, Pn) and SharingFactor(Pm, Pn)

with primary key = ProximityFactor;
21: end all
22: cnt = 0; // the number of selected neighbors
23: while (cnt < Nmax)
24: Select neighbor with the least ProximityFactor and the least corresponding SharingFactor;
25: if there are two more neighbors satisfying the above condition, select the neighbors (m)

with the least sum of latency(Pm);
26: cnt = cnt + 1;
27: end while
28: END

Figure 1. Path selection algorithm

is equal to p, the expected total number of lost packets by binomial distribution is equal
to ⌈Np⌉.

Thus, packet loss occurs during a slow start phase or congestion avoidance phase.
Maximum number of packets to be transmitted (Mk, k = 1, 2, . . . , ε) until the threshold
(θk, k = 1, 2, . . . , ε) at which congestion avoidance begins and the expected number of
packets sent before packet loss (Ek, k = 1, 2, . . . , ε) can be compared to determine where
packet loss occurs. That is, if Ek ≤ Mk, a packet is lost during the slow start phase;
otherwise, the packet is lost during the congestion avoidance phase.

For the data to be transmitted before the kth packet loss, Nk (Nk = N for k = 1), the
expected number of packets sent including the lost packet until the packet loss is given
by

Ek =
1− (1− p)Nk

p
+ (1− p)Nk + 1 k = 1, 2, . . . , ε (1)
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We consider the case such that the amount of retransmission can increase, even if we
consider the multiple losses within one congestion window. In this case, the estimation
of expected number of packets sent before the packet loss (Ek) in Equation (1) is evenly
distributed over the transfer time. That is, packet errors are spread over time depending
on the data amount to be transferred and the packet loss.
The initial value of congestion window (δ) is suggested as 2S, 3S, and 4S. Initial

threshold (θ1) is set arbitrarily high (∞) and θk (k ≥ 2) are set to

θk = max

(
F

2
, 2S

)
k = 2, 3, . . . , ε (2)

Here, F represents the data amount which has been sent but not yet acknowledged.
In our paper, taking account of the worst case, F has been set to the congestion window
size.
Mk (k = 1, 2, . . . , ε) is the maximum number of packets to be sent until θk. Since

θ1 = ∞, M1 is also equal to ∞. Thus, E1 is less than M1. This shows that first packet
loss (k = 1) must occur during slow start phase. Packets are transmitted in the manner
δ, 2δ, 4δ, 8δ, . . . (δ = 2, 3, 4) for k = 1 and δ, 2δ, 4δ, 8δ, . . . (δ = 1) for k ≥ 2, respectively.
Thus, Mk is given by

Mk =

 2

⌈
log

θk+1
2

⌉
−δ

if θk = 2j

2

⌈
log

θk+1
2

⌉
−δ+θk if θk ̸= 2j

(3)

In order to completely send the object, we need α windows. Generally, α is expressed
in terms of transmission data amount (Y ) and initial window size (δ).

α = min
{
i :
(
20 + 21 + · · ·+ 2i−1

)
δ
}
≥ Y =

⌈
log2

(
1 +

Y

δ

)⌉
(4)

Since Ek is sent until the k
th packet loss, the window number (αk) including Ek is given

by

αk =

⌈
log2

(
1 +

Ek

δ

)⌉ {
δ = 2, 3, 4 for k = 1
δ = 1 for k ≥ 2

(5)

When the window number is equal to αk, congestion window size (Ck) corresponding
to the window number is given by

Ck = 2αk−1δ

{
δ = 2, 3, 4 for k = 1
δ = 1 for k ≥ 2

(6)

The maximum amount of packets sent before the αth
k window (Qk) is represented by

Qk =

(
αk−1∑
j=0

2j

)
× δ = (2αk − 1)× δ

{
δ = 2, 3, 4 for k = 1
δ = 1 for k ≥ 2

(7)

By taking account of the initial congestion size (δ), the number of receiver stalls (β)
when the object contains an infinite number of segments is given by

β = max

{
i :

S

µ
+ rtt− 2i−1 × δS

µ
≥ 0

}
=

⌊
log2

(
1 +

µ× rtt

S

)⌋
+ 1− log2 δ (8)

Here µ and rtt indicate the link bandwidth and round trip time between source and
destination, respectively. Therefore, when the transmission data amount (Y ) and the
initial congestion window size (δ) are given, slow start time is represented by

T Y
slow = γ

(
S

µ
+ rtt

)
− (2γ − 1)× δS

µ
(9)

where γ = min(α− 1, β) = min
(⌈
log2

(
1 + Y

δ

)⌉
− 1,

⌊
log2

(
1 + µ×rtt

S

)⌋
+ 1− log2 δ

)
.
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Table 1. Transmission, retransmission, and remaining data amount for
GBN and SACK

Case
GBN SACK

Y R Nk+1 Y R Nk+1

Ek ≤ Qk ≤ Nk,Mk Qk Qk − Ek Nk − Ek Qk cnt + 1 Nk −Qk + cnt + 1
Ek ≤ Nk ≤ Qk,Mk Nk Nk − Ek Nk − Ek Nk cnt + 1 cnt + 1
Ek ≤ Mk ≤ Qk, Nk Mk Mk − Ek Nk − Ek Mk Mk − Ek Nk −Mk + cnt + 1

We now consider the transmission data amount (Y ), retransmission data amount (R),
and the remaining data amount for transmission before the next packet loss (Nk+1) when
multiple packet loss occurs in one window after the kth packet loss. We know that Ek ≤
Mk, Ek ≤ Nk, and Ek ≤ Qk from Equations (2), (3), and (7). If the number of losses in
one window is equal to cnt after Ek, there are three different cases as shown in Table 1.
GBN and SACK represent Go-Back-N and selective acknowledgement as retransmission
policy after timeout, respectively.

Therefore, path latency when the kth packet loss occurs during slow start phase is the
sum of slow start time of Y , transmission time of Y , and retransmission timeout as shown
in Equation (10).

Φslow
k = T Y

slow +
Y × S

µ
+ Tout (10)

The retransmission timeout (Tout) is mostly given by 3/2× rtt , which can be adjusted
according to the actual environment. At the next step, we compute Ek+1 in Equation (1)
by using Nk+1 given in Table 1. New slow start threshold, θk+1 is given by

θk+1 = max

(⌈
Ck

2

⌉
, 2S

)
k = 2, 3, . . . , ε (11)

In addition, upon timeout, congestion window size must be set the loss window which
is equal to one full-size segment. That is, δ must be set to S for k ≥ 2.

We can know that the kth packet is lost during congestion avoidance phase if Ek > Mk.
At this time, Ek is composed of Mk sent until slow start threshold (θk) during slow start
phase and D(Ek − Mk) sent after threshold until the kth packet loss during congestion
avoidance phase. Congestion window is incremented by roughly S per round trip time (rtt)
and each cwnd needs acknowledgement, which requires one rtt in congestion avoidance
phase. Thus, we have to determine the necessary number of rtt’s (H) until the kth packet
loss. M is the largest value to satisfy Equation (12).

H∑
j=0

(θk + j) ≤ D (12)

Path latency when the kth packet loss occurs during congestion avoidance phase is the
sum of slow start time of Mk, additional (H − 1) round trip time, transmission time of
Ek, and retransmission timeout.

Φcong
k = TMk

slow + (H − 1)× rtt +
Ek × S

µ
+ Tout (13)

Here, Tout is 3/2 × rtt and adjustable to real environment. The number of remaining
data to be transmitted before the (k + 1)th packet loss is Nk+1 (= Nk −Ek + 1) for both
GBN and SACK. New slow start threshold, θk+1 is given by

θk+1 = max

(⌈
θk +H

2

⌉
, 2S

)
k = 2, 3, . . . , ε (14)
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Since both fast retransmission and fast recovery are not possible, initial cwnd (δ) must
be set to S for k ≥ 2 after timeout.
After processing ε packet losses in either during slow start phase or congestion avoidance

phase by the above model, there may still be data to be sent. At this point, since the
remaining data (Nε+1) is greater than zero and there is no longer any packet loss in
Equations (10) and (13), a timeout (Tout) is not required. Therefore, we can simply find
the transfer latency, T slow

last during slow start phase (if Nε+1 ≤ Mε+1) or during congestion
control phase (if Nε+1 > Mε+1). T

slow
last (Nε+1) and T cong

last (Nε+1) are given as follows:

T slow
last (Nε+1) = T

Nε+1

slow +
Nε+1 × S

µ
if Nε+1 ≤ Mε+1

T cong
last (Nε+1) = T

Mε+1

slow + (H − 1)× rtt+
Nε+1 × S

µ
otherwise

(15)

To summarize Equations (10), (13), and (15), path latency for object with the number
of packets, N = ⌈L/S⌉ (object size = L and sender MSS = S) is

ΨS
L =

ε∑
k=1

[
ρΦslow

k + (1− ρ)Φcong
k

]
+ σT slow

last (Nε+1) + (1− σ)T cong
last (Nε+1) (16)

where ρ = 0 or 1 and σ = 0 or 1.

4. Path Latency Algorithm. Based on the model described and recent TCP congestion
control standard (RFC-2581) [4], we propose an algorithm shown in Figure 2 to estimate
the path latency. When the number of packets for an object is N , the complexity of each
algorithm is O(N). By applying Algorithm 2, we obtain Table 2 showing path latency
when µ = 10 Mbps, rtt = 0.1 sec, δ = 4S for varying packet loss rate (p = 0, p = 0.01,
and p = 0.05) in GBN and SACK.
For the case of no packet loss (p = 0), path latencies for GBN and SACK are the same.

However, all the path latencies for SACK become less than path latency for GBN as p
increases. The reason is why GBN needs more retransmission (R) for the lost packets
than SACK as shown in Table 2.

Table 2. Path latency when µ = 10 Mbps, rtt = 0.1 sec, δ = 4S

L (KB) p = 0.0
p = 0.01 p = 0.05

GBN SACK GBN SACK
1.35 0.001 0.017 0.017 0.017 0.017
13.5 0.027 0.053 0.042 0.090 0.058
135 0.127 0.299 0.280 0.789 0.664
1350 1.099 3.814 2.702 7.986 6.595

For more computational experiments, we firstly fixed round trip time (rtt) and initial
congestion window (δ) for k = 1 as 256 ms and 2S, respectively. And then, we changed
packet loss rate (p) from 0 to 0.2. Two path latencies of SACK at 100 Mbps and 1 Mbps
are less than GBN at 100 Mbps. In particular, it can be investigated that path latency
does not significantly decrease even if the transmission speed of the link (µ) is increased
from 1 Mbps to 100 Mbps. Secondly, we fixed the transmission rate of link (µ) and initial
window (δ) as 10 Mbps and 2S, respectively. We also varied packet loss rate (p) from 0 to
0.2. Path latency is greatly affected by rtt regardless of GBN and SACK. This is because
the slow start time increases significantly when the round trip time is relatively large.
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ALGORITHM 2. path latency function (Pm, Pn, L, S)
01: FOR each Pm, Pn

02: INPUT: p: packet loss rate
rtt: round trip time
µ: link bandwidth

03: OUTPUT: ΨS
L: path latency for Pm

04: BEGIN
05: Compute the total number of packets included in an object, N = ⌈L/S⌉
06: Compute the expected number of packet losses, ε = ⌈Np⌉
07: Set N1 = N , θ1 = M1 = ∞;
08: Set ΨS

L = 0 and k = 0;
09: while (1)
10: if (k >= ε or p = 0)
11: begin
12: Compute Mε+1 by using Equation (3)
13: if (Nε+1 ≤ Mε+1)

14: Set ΨS
L = ΨS

L + T
Nε+1

slow +Nε+1 × S/µ;
15: else

16: Set ΨS
L = ΨS

L + T
Mε+1

slow + (H − 1)× rtt+Nε+1 × S/µ;
17: end if
18: end
19: break;
20: k++;
21: Compute the expected number of packets sent until the packet loss (Ek) and the number of

packets sent until slow start (Mk) by using Equations (1) and (3), respectively;
22: if (Ek ≤ Mk)
23: begin
24: if (Ek ≤ Qk ≤ Nk and Mk) set Y = Qk and Nk+1 = Nk − Ek; (for GBN)

Nk+1 = Nk −Qk + cnt + 1; (for SACK)
25: else if (Ek ≤ Nk ≤ Qk and Mk) set Y = Nk and Nk+1 = Nk − Ek; (for GBN)

Nk+1 = cnt + 1; (for SACK)
26: else if (Ek ≤ Mk ≤ Qk and Nk) set Y = Mk and Nk+1 = Nk − Ek; (for GBN)

Nk+1 = Nk −Mk + cnt + 1; (for SACK)
27: end if
28: Compute the window number (αk) and cwnd (Ck) using Equations (5) and (6), res-

pectively;
29: Set θk+1 = max(⌈Ck/2⌉, 2S) by Equation (11);
30: Set ΨS

L = ΨS
L + TY

slow + Y × S/µ+ 3/2× rtt;
31: end
32: else
33: begin

34: Set ΨS
L = ΨS

L + TMk

slow + (H − 1)× rtt+ Ek × S/µ+ 3/2× rtt;
35: Set Nk+1 = Nk − Ek + 1;
36: Set θk+1 = max(⌈(θk +H)/2⌉, 2S) by Equation (14);
37: end
38: end if
39: end if
40: end while
41: Return path latency (ΨS

L) for Pm to ALGORITHM 1;
42: END

Figure 2. Path latency algorithm

5. Conclusions. This paper presents path selection model and algorithm in the com-
munication network where geographically correlated failures take place. Our model deals
with the proximity factor and the sharing factor simultaneously while minimizing the
path latency. In order to utilize the path latency in the path selection model, we present
an iterative algorithm to obtain the path latency in the narrowband network when packet
losses are equally spread over the time.
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Our path latency algorithm iteratively finds the latency based on the packet loss rate
and the number of packets to be transmitted. It also considers the initial value of con-
gestion window and multiple packet losses in one window which is especially useful for
selective acknowledgement.
The proposed path latency algorithm for both GBN and SACK can easily find the

path latency when the packet loss rate, object size, SMSS, RTT, and the link rate are
given. Computational experiences show that the path latency is the least for SACK
retransmission mechanism when the packet loss rate is small.
Our path selection and latency algorithm can be applied to selecting the effective path

with the least latency in the communication network with geographically correlated fail-
ures in order to avoid the communication disruption. Future works include more accurate
path selection model and path latency algorithm considering the probability distribution
of burst errors in multiple user environment.
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