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Abstract. It is very important to get computers to understand human common sense.
A knowledge graph that links words based on relationships is an important skill that
allows computers to learn common sense easily. However, knowledge graphs, devised by
many existing studies, consist only of specific languages or fields and have limitations
that cannot treat neologisms. In this paper, we propose a chatbot system that collects
and analyzes data in real-time to build an automatically scalable knowledge graph and
utilizes it as the base data. In particular, the fine-tuned BERT-based model for relation
extraction is to be applied to auto-growing graphs to improve performance. By building a
chatbot where human common sense is learned by using auto-growing knowledge graph,
it verifies the availability and performance of knowledge graph.
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1. Introduction. Today, interest in artificial intelligence technology is rising and vari-
ous studies are underway as the improved performance of the hardware, which enables
the rapid processing of countless accumulated big data and complex computations. In
particular, the fourth industrial revolution centers on the convergence of intelligence tech-
nologies in information technology and artificial intelligence software such as big data and
IoT. Many studies are focused on artificial intelligence technology to analyze or predict
collected data, and more recently, artificial intelligence technology is being integrated with
other areas and technologies [1-3].

A chatbot is the most easily accessible system for convergence technology with artificial
intelligence technology. Research is being carried out to enhance the performance of chat-
bot by applying artificial intelligence technology to natural language processing, recog-
nition, and creation in order to communicate with humans. Among the various artificial
intelligence technologies required for the chatbot [1-3], making it possible for computers to
understand human common sense is a very important technology. For humans, language
is a kind of mutual protocol that learns socially and culturally naturally, but computers
need separate learning to understand human common sense. Of the many technologies
that enable this, knowledge graphs can be used as key underlying data in the chatbot
system as they link words and words into relationships and represent them as graphs
[4,5].

Knowledge graphs are key skills for computers to understand the meaning of words
and the relationship between words, just like humans. In order to understand sentences
more like humans, we need a knowledge graph technique that links words to words.
Various studies are underway on knowledge graphs such as WordNet, YAGO, Probase,
and ConceptNet [4-9].

DOI: 10.24507/icicel.14.01.67

67



68 S. Y. YOO AND O. R. JEONG

WordNet [6] is a database of words for English and is classified as a noun, verb, adjective,
etc., based on the meaning of words. It classifies as synsets and links to each other in
conceptual meaning and relation. It consists of about 207,000 word-meaning pairs. YAGO
[7] is a knowledge graph built on Wikipedia, WordNet, and GeoNames data. There
are more than 10 million people connected. Probase [8] is a knowledge graph built by
Microsoft that collects data from approximately 1.6 billion web pages. It is made up of
about 2 million objects and more than 200 million pairs. ConceptNet [9] is an open-source
knowledge graph that has a large amount of data on 10 key languages, including English
and French, and a small amount of data on about 68 languages, including Korean. More
than 8 million people are connected based on 40 relationships with each other.
Traditional knowledge graphs, however, have limitations that are focused only on spe-

cific languages or fields, or that cannot respond to new words.
In addition, various knowledge graphs are being studied, but existing knowledge graphs

still require a lot of human intervention, including the expansion of knowledge graphs at
a time more than a certain time after the data is accumulated. Also, because data is used
based on specific languages and disciplines, language dependencies exist and are difficult
to respond to new words.
In this paper, we are going to apply knowledge graphs that can help us understand

human common sense to chatbots that talk with humans so that we can learn general
knowledge, common sense from computers. Polaris [10], real-time big data analysis and
prediction system, processes and analyzes data efficiently. Polaris uses a graph of au-
tomatically extended knowledge, PolarisX, as the underlying data, with real-time data
collection, event detection, path analysis, emotion analysis, and predictability. PolarisX
automatically expands knowledge graphs by collecting and analyzing new data sources
in real-time. In particular, using Google’s BERT [11], which shows high performance in
the recent NLP field, we are looking to apply a relationship extraction model to build-
ing a higher-performance knowledge graph. Based on this PolarisX, we designed and
implemented PolarisX-bot, a chatbot that shows the relationship to related knowledge.
The rest of this paper is organized as follows. Section 2 describes the proposed system,

PolarisX-bot, an automatically extended knowledge graph-based chatbot. We verify our
proposed system and show the results in Section 3. At last, we conclude and discuss
future work in Section 4.

2. The Proposed System. PolarisX-bot, an automatic extended knowledge graph-
based intelligent chatbot proposed in this paper, was designed as shown in Figure 1. The
system consists of a knowledge graph layer and a chatbot layer. Auto-extend knowledge
graphs expand existing graphs by expanding data sources through crawlers and extract-
ing new relational knowledge. Apply the ever-expanding knowledge graph as the basis of
chatbot so that human common sense can be understood.

2.1. Auto-growing knowledge graph using BERT. The knowledge graph links the
relationships of words, sentences, and so on to represent knowledge graphically. It con-
tains a relationship of knowledge, which can be useful for computers to learn human
common sense. However, many existing knowledge graphs are concentrated only in cer-
tain languages, such as English and French, and are based on previously collected data
such as Wikipedia, so they do not respond to various languages or creed. It is necessary
to improve these limitations and to establish knowledge graphs that are responsive to new
words and have no language dependencies.
Auto-growing knowledge graphs expand the data sources to be analyzed to improve the

limits of existing knowledge graphs. We collect data from news, social media and others
in real-time and analyze the collected data to extract the relationship between words
(entities). The extracted words (entities) – relationship pair, automatically expands the
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Figure 1. System architecture of the proposed chatbot

Figure 2. Relation extraction using BERT

graph by checking whether it exists in the existing knowledge graph and adding it if it
does not exist.

We use the BERT [11] model to extract new relationships from the construction of the
automatic expansion knowledge graph. BERT is a pre-trained language model released
by Google that has taken up state-of-the-art in 11 tasks in the NLP field. BERT, which
learns existing data in advance and is released as a general language model, can be fine-
tuned using learning data according to the task you want to perform. We use BERT to
tune models to extract relationships between keywords (entities).

We use the relationship-based data, TACRED [12], so that the BERT model can be
used in the automatically extended knowledge graph. TACRED data is a relation ex-
traction data set made from news or web text from the corpus of the TAC Knowledge
Base Population Challenge. Examples cover 41 types of relationships and are labeled
‘no relation’ if they are undefined.

The extraction of relationships requires locating the relationship that represents the
relationship with two identities. Figure 2 shows the inputs and outputs of the proposed
relationship extraction model. For the learning of the relationship extraction model,
when inputting a sentence into the BERT model as input, the subject (SUBJ) and object
(OBJ) provided by TACRED are concatenated after the whole sentence. [CLS] refers to
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the start of the input and [SEP] refers to the separator. The whole sentence is tokenized
by the BERT tokenizer and shown as ‘Tok 1, Tok 2, . . . , Tok n’ in Figure 2. The
concatenated sentence goes into the BERT model as an input example. The final output,
i.e., label, is a relation. This learned and verified relation extraction model is used to
extract relationships in new sentences.
We collect social media Twitter and news data in real-time to extract the most reported

keywords. The corresponding sentence with the extracted keywords on Twitter and News
data goes as an input of the BERT-based relation extraction model. We extract the
relationship between keywords and other words and then make a pair with the extracted
entities and relationships such as {keyword, relation, word}. We extend the graph with
the created pair by mapping it with the existing knowledge graph.
PolarisX extends based on ConceptNet [9], an open-source knowledge graph among

existing knowledge graphs. Data sources to gain new knowledge of relationships are based
on Twitter and News. The AsterixDB [13], an open-source big data management system,
enables real-time collection and storage of Twitter data by entering simple settings and
queries through the FeedAdapter feature. It can also be used as a database system for
PolarisX as various indexing techniques can improve efficiency in processing big data.
We collect key keywords from Twitter and News data collected in real-time and ex-

tract the relationships by extracting sentences that contain keywords. We fine-tune the
BERT model based on TACRED data for relation extraction. Then we create a new
relationship knowledge pair by extracting the linked relationship knowledge between key-
words and other words based on the model. Knowledge pair is connected in the form
of {keywords, relationships, words}. Finally, continue to build scalable knowledge graphs
through comparison mapping with existing knowledge graphs.

2.2. Intelligent chatbot using auto-growing knowledge graph. Chatbot, which
carries out dialogue with humans, needs to deal with human natural language to under-
stand its intentions and give an answer that corresponds to its intention. The chatbot
system consists mainly of modules to recognize natural language such as human speech
and text, modules to grasp its intentions, and modules to make answer contents into natu-
ral language again according to its intention. In fact, a number of modules and models are
needed to build a chatbot system from start to finish. In this paper, Google’s interactive
chatbot service, DialogFlow1 , is used to implement the chatbot system easily.
Google’s DialogFlow is a service that helps build the chatbot you need through several

settings. We use PolarisX, an auto-growing knowledge graph, as the underlying data to
build a PolarisX-bot. We use natural language recognition and processing module from
DialogFlow to analyze sentences entered by the user, search for corresponding keywords
in PolarisX, and show the result to the user. Because there can be various results for one
keyword and relationship, it is more intuitive to show knowledge by graphically showing
the top five results, rather than simply showing the results in sentences.
The PolarisX-bot is built using the auto-extended knowledge graph PolarisX and Di-

alogFlow. Because the general knowledge and common sense of humans can learn chatbot
through the knowledge graph and thus communicate accordingly, the utilization of auto-
growing knowledge graph can be verified through the intelligent chatbot.

3. Experiments. We establish knowledge graphs that automatically expand using BERT
models, and implement intelligent chatbot that can exchange conversations based on
them. To verify the proposed system, the accuracy of the BERT-based automatic ex-
pansion knowledge graph is measured, and the implementation results of an intelligent
chatbot are shown.

1https://dialogflow.com/
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3.1. Dataset. For the experiment of proposed systems, two main classes of data are
used. The first is social media and news data that BERT-based auto-extended knowledge
graphs collect in real-time to keep expanding. The second data is for learning the deep
learning model, which allows new relationships to be extracted from the collected data.

Table 1 summarizes the datasets used in the experiment. Twitter and News are used
to expand data sources on knowledge graphs. Actually, data can be collected in real-time
and the knowledge graph can be automatically expanded, but we use data from November
2018 for experiments. Twitter data is collected in real-time using Apache AsterixDB’s
FeedAdapter function, while News data is collected through NewsAPI2 .

Table 1. Dataset

Data Size Collection method
Twitter About 15 million tweets FeedAdapter (AsterixDB)
News About 102,000 articles News API

TACRED About 106,000 sentences Linguistic Data Consortium

TACRED data are training data of deep learning models for extracting new relation-
ships from the new data such as Twitter and News data. It is also used to verify the
relation extraction model of the knowledge graph through experiments. The TACRED
data is available through the Linguistic Data Consortium, which consists of a total of
106,264 sentences. A set of relationship extraction data created from a corpus used in
the TAC Knowledge Base Population Challenge that contains a total of 42 relationships,
including ‘no relation’.

3.2. Results on auto-growing knowledge graph. It is very important that the pro-
posed auto-growing knowledge graph finds and graphs new relationships from new data.
We train the pre-trained BERT model using TACRED dataset to fine-tune for the task
of relation extraction and build a deep learning model for relation extraction. We use the
TPU environment in Google colab3 to build a model.

BERT has different pre-trained models depending on case-sensitive status, a number
of layers, and a number of hidden units. We use the model bert cased L-12 H-768 A-12
that is case-sensitive, consisting of 12 layers and 768 hidden units, in experiments for
verification of the auto-growing knowledge graph. We also use a TACRED dataset to
train a model for use in the knowledge graph. We experiment with the TACRED dataset
by separating the train, dev, and test set at about 65%, 20%, and 15%, respectively.

Table 2 shows the experimental results of the relationship extraction model. The accu-
racy was about 0.75 for the dev set and 0.79 for the test set. Relation extraction is more
complex than other existing NLP tasks. In relation extraction task, we should extract
the exact subject and object from the sentence first, then extract relation between them.
Actually there are two steps in relation extraction. It is expected that the application of
the BERT-Large model with 24 layers with a relatively larger model will perform better
because it showed good results when performed with the BERT-Base model.

Table 2. Experiment results on BERT-based relation extraction model

BERT model Dataset Evaluation set Accuracy Loss

bert cased L-12 H-768 A-12 TACRED
dev set 0.7528 1.2011
test set 0.7885 1.1412

2https://newsapi.org/
3https://colab.research.google.com/
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3.3. Results on intelligent chatbot. In this paper, ConceptNet, which is utilized as a
base knowledge graph of the automatic expansion knowledge graph, has 40 relationships
including IsA, HasA, PartOf, and so on. If there is an IsA relationship between the object
A and the object B, it indicates that A is a subclass or example of B. Therefore, all A’s
belong to B. The HasA relationship means that B belongs to A. Normally HasA is also
the opposite of PartOf relations [9].
Figure 3 shows an example of a conversation using a built-in automatic expansion

knowledge graph-based chatbot. It shows the answer to the question ‘What is a car?’
and ‘What car has?’ based on the auto-growing knowledge graph, respectively. The
left figure shows the results related to the car and IsA relationship as a motor vehicle,
machine, vehicle, and so on with the different sizes of nodes depending on weight. The
answer with the highest weight, the motor vehicle, is also answered with a sentence. The
right figure shows the words seats (seats), windows (windows), engines, and so on as the
results in the relationship between the car and HasA.

Figure 3. Example of the intelligent chatbot

The auto-growing knowledge graph-based intelligent chatbot shows that it is based on
the knowledge graph and presents the results in graph form to show users multiple answers
rather than one answer. By visualizing results in the graph as well as through sentences,
it enables more intuitive results to be identified.

4. Conclusion. Now that artificial intelligence technology is actively being studied and
utilized, the technology to teach computers human common sense is a very important
technology. The relationship of words that reflect human common sense can be graphed
out and used as the underlying data, making it easy for computers to learn human common
sense.
In this paper, we propose an intelligent chatbot that builds and applies BERT-based

auto-growing knowledge graph. It was verified through experiments and implementation
that auto-growing knowledge graph does not have language dependencies, can respond to
new words, and can be used in various ways as opposed to existing knowledge graphs.
In future work, we would improve the way to extract relationships. The fine-tuned

BERT model shows the good result on the TACRED dataset, but it still has a limitation
that the proposed model can extract relations only in the labels of the dataset. To improve
this problem, we could use distant supervision to figure out new relationships not in the
dataset. Also, we would expand our intelligent chatbot as a framework for conversational
AI.
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