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ABSTRACT. This paper proposes the implementation of Bidirectional Long Short-Term
Memory (LSTM) model for forecasting crop pest attack based on multivariate inputs of
weather data. To enhance the model performance, the efforts implemented include opti-
mizing the training process by applying sliding-windows methods and setting appropriate
parameters. After obtaining the best settings, the proposed model was then compared with
two other variants of the LSTM model, namely Vanilla LSTM and Stack LSTM. The
model performance evaluation was done by finding Mean Square Error (MSE) and root
mean square error values from training and testing process. The results show that there
were increased performances from using sliding-windows method to optimize the training
process and the appropriate parameter setting. Bidirectional LSTM model, along with the
treatments implemented, gave the best performance compared to the two other models.
Keywords: LSTM, Multivariate, Time series forecasting, Pest attack

1. Introduction. Pest attack is one of major factors that cause crop failures in Indonesia,
besides drought and natural disasters [1]. During the harvesting period of 2016/2017 for
instance, approximately 63,000 ha of rice fields or almost 0.5% of the total farm lands
in Indonesia were attacked by pests and experienced drought [2]. From 63,075 ha of the
fields attacked by pests, 20,152 ha experienced crop failures. The attack is fluctuating
from year to year and causes the decrease of farming productivity in Indonesia. One of
the efforts done to anticipate the pest attack is developing a system to predict the attack,
so that the loss caused by the attack can be minimized.

Many studies on crop pest attack prediction have been done by researchers. Most of
the studies were multivariate time-series forecasting cases as they used many variables
as input data. Various methods from linear, clustering to neural networks had also been
implemented to get the optimal results [1,3]. A classic linear method was used by Wu et
al. [4] to predict brown plant hopper pest by using the climate data as the input. On the
other hand, Hooker et al. [5] used multiple linear regression method to predict the pest of
wheat plants by using rainfall and temperature data. Space Time Autoregressive Integrat-
ed Moving Average (STARIMA) and Generalized Space Time Autoregressive Integrated
Moving Average (GSTARIMA) methods, which were the variants of Vector Autoregres-
sive Integrated Moving Average (VARIMA), were used to forecast scirpophaga innotata
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pest attack [6]. Meanwhile, Gaussian Naive Bayes method was used to predict pest attack
through data mining technique [7] and hemileia vastatrix disease in coffee plants [8].

The classic time-series methods employed in the above examples had several weaknesses,
including relatively strict requirements, linear dependency from time to time, inflexibility
in scalability and high dimensional data, as well as incompatibility to long-term depen-
dencies model. A more flexible approach to modeling multivariable relationships was to
use the neural network model. For example, studies done by Klem et al. [9] predicted de-
oxynivalenol disease in wheat plants. Also, Wibowo and Sutikno [10] used neural network
to predict pest attack in paddy plants. Neural network model is considered fairly flexible
as it does not require data assumptions that are often difficult to fulfill [11].

One of neural network architectures considered to be successful in modeling non-linear
temporary data is Long Short-Term Memory (LSTM) neural network. Kim and Chung
[12] used LSTM to predict pests in cotton, while Chen et al. [13] applied the method
for early forecasting in rice blast disease. Those studies show that LSTM had good
performance in multivariate time-series forecasting. The model can also handle long-term
dependencies that often become an issue in classic time-series methods [11]. Other studies
done by Maholtra et al. [14] and AlDosari [15] also indicate that LSTM has the ability
to work effectively in many studies on forecasting. Nevertheless, some of these studies
[14,15] recommend further research to improve its prediction results, especially in terms
of optimizing the training process as will be discussed in this paper.

This research proposes the implementation of LSTM multivariate forecasting time-series
with bidirectional model in a case of paddy or rice crop pests attack by using climate data
as the input variable. Boyolali Regency of Central Java Province was chosen as the object
of the research since the region was one of rice production centers in Indonesia that had
many pest attack cases [1]. Several experiments were done to enhance the performance of
the model in predicting. Some efforts implemented include optimizing the training process
by applying sliding-windows methods and setting appropriate parameter so that the best
performance could be achieved. Sliding windows is a way to transform data so that the
input data can be used appropriately in LSTM model [16,17]. An appropriate setting of
the window can minimize the loss function of the model [17]. Finally, the proposed model
was compared with two other variants of the LSTM model namely Vanilla LSTM and
Stack LSTM.

The rest of the paper is organized as follows. Part two discusses about the research
methodology and the algorithm used in this research. Part three describes the experiment
result of the research and the last part consists of conclusions and future work.

2. Methodology.

2.1. Proposed method. This paper proposes the implementation of Bidirectional Long
Short-Term Memory (LSTM) model to forecast crop pest attack. The proposed method
is shown in the diagram in Figure 1. The input data used were climate data (including
temperature, rainfall, and humidity) and area coverage of pest attack arranged in time-
series.

Before they were used for training models, a pre-processing phase was done by nor-
malizing and transforming the data. The normalization of the data was carried out by
using min-max scaler, whereas the data transformation was done by using sliding-windows
method. Sliding windows is a way to transform data based on specific time frame so that
the input data can be used appropriately in LSTM model [16,17]. For example, if the
current time is ¢t and the predicted value is at ¢ 4+ 1, then the input variables are ¢, t — 1,
t — 2 to t —n. The width of the data, n, is called window [16].
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FIGURE 1. Proposed method design

The proposed model was Bidirectional LSTM which combined Forward LSTM and
Backward LSTM densely connected as an additional layer. The next step was to process
training and testing by using the developed model. To optimize the training process,
an appropriate parameter adjustment was performed to obtain optimal results. These
parameters include epoch and batch size to get an optimal learning rate. Experimental
approach is used to find the best parameter values for the given data set.

The model performance evaluation was done by finding Mean Square Error (MSE)
and root mean square error values from training and testing process. MSE was used to
measure the consistency of the model with square differences between actual data and
predicted data, as shown in the equation below.

MSE = 13 (Ko — Xpreas)? 1)
n — 008,71 prea,t
where n is number of data, X, is observed values and X4 is the predicted values.
Furthermore, RMSE was used to measure the accuracy level of the model’s prediction

results. The value of the errors generated by the prediction model could be seen from the
RMSE value. The RMSE calculation can be seen in Equation (2).

. Xasi_Xrei2
RMSE = \/z“( bss — Xyreds) (2)

n

where n is number of data, X, is observed values and X, 4 is the predicted values. The
lower RMSE means the performance of the model is better. It means that the value of the
prediction was close to the value in the reality. Finally, the results of those three models,
Vanilla LSTM, Stack LSTM and Bidirectional LSTM, were compared to find the optimal
model.

2.2. Dataset. This study used a dataset consisting of climate data and area coverage
data of scirpophaga innotata pest attack in Boyolali Regency of Central Java Province,
Indonesia. The dataset was arranged in multivariate time-series. The climate data used
in this study were average daily temperature, humidity and rainfall during 15 years period
from 2001 to 2016. The daily rainfall data and the pest attack data were gathered from
daily observations done by The Center of Food Crops and Horticulture Protection of
Central Java Province. Meanwhile, the data of humidity and the length of sunray exposure
were obtained from Weather Observation Station of Indonesia Air Force in Adisumarmo
Airport, Solo.

2.3. LSTM model. LSTM is one of deep learning methods, which is the development
of Recurrent Neural Network (RNN) known to have a good ability in many studies on
time-series forecasting and to solve problems in long-term dependencies model [14,15].
As Figure 2 indicates, an LSTM network has three main gateways, which are input
gate, forget gate, and output gate [18]. In this model, the input units are denoted by z,
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FI1GURE 2. LSTM architecture

the output units by y and the hidden units by h. Input gate (i) will determine the new
information stored in the cell state with the formula seen in Equation (3).

=0 (fth’ + By Wi + G W + gz) (3)

where t is discrete time (t = 1,2,...,n), o is the logistic sigmoid activation function, W
is the weights, ¢ is memory cell units and b is the bias. Forget gate (f) will determine
the information that should be deleted from a cell state to diminish dependency toward
long-term memory.

ﬁ =0 <ftW;,;f + Et_lwhf + 5;5_1ch + gf) (4)
Next, cell units (¢) will be updated into cell state as seen in Equation (5).
G = Jy 0@+ 0 tanh (7 Wee + Fi Wie + 5, (5)

where (o) denotes an element-wise multiplication.
The parts of the acquired cell states will be cut by output gate. Below is the equation
of the output gate (o).

5;5 =0 (ftho + }_it—IWho + é;cho + go) (6)

The output value from the cell, which is the hidden activation, is formed from the
calculation of the two terms as seen in Equation (7).

hy = G, o tanh (&) (7)

There were three LSTM models compared in this research, including Vanilla LSTM,
Stack LSTM and Bidirectional LSTM. Generally, the structure of the three LSTM models
could be seen in Figure 3. Vanilla LSTM was the basic LSTM configuration [16] by
adding densely connected as an additional layer applied to reducing network complexity
and improving accuracy. Stack LSTM is a deep learning model that is done by layering
some hidden LSTM so that they form a deeper model that is capable of getting more
accurate object descriptions [16].

Meanwhile, Bidirectional LSTM combined two ways LSTM, Forward and Backward, to
improve the performance of the network. In Forward LSTM layer, the input was arranged
just the way it was, while in Backward LSTM, the input was arranged in a descending
order from the available data. In Bidirectional LSTM, element-wise sum was used to
combine outputs from Forward LSTM and Backward LSTM as in Equation (8) below.

h = [ﬁi ® Ei] (8)
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F1GURE 3. Three LSTM models that were compared

This approach gave relatively significant influence in LSTM recurrent neural network.
It provided arrangements for both forward and backward, that were practically needed
when the model used input vectors.

3. Result and Discussion. This study compared the proposed model (Bidirectional
LSTM) with Vanilla LSTM and Stack LSTM. In the first step, Vanilla LSTM was im-
plemented to create a prediction of rice crops pest attack. Next, sliding windows were
applied to Vanilla LSTM to find the best size of sliding window. Table 1 below shows the
comparison of Vanilla LSTM model performances by applying sliding windows of various
sizes.

TABLE 1. The application of sliding windows in Vanilla LSTM

Training | Training score | Testing score

Model Vi‘gg&w duration | MSE | RMSE | MSE | RMSE
(second) | (£) (£) (£) | )

5 5893 | 0.149| 0.386 |0.144| 0.379

10 5499 | 0.143| 0.378 |0.138] 0372

Vanilla LSTM 5 1160 |0.142| 0.377 |0.134| 0.366

20 1148 |0.137| 0.370 |0.136| 0.369

25 1121 |0.139| 0.374 |0.136| 0.370

The best performance in this experiment could be seen from the indicator of training
durations, training scores, and testing scores. Training and testing scores could be seen
from MSE and RMSE values. The smaller the MSE and RMSE values, the better the
system’s performance. The searching of the optimum windows length value created model
performance graphic, as presented in Figure 4.

Figure 4 shows that the best performance during training was obtained when the win-
dow length is 20. However, the best performance during testing was achieved at the
window length 15. Based on the experiment result, we can infer that windows length has
significant influence on the performance of the proposed model and its acceptable values
are in the range of 15 to 20.

After obtaining the optimal length of windows, the next experiment was setting pa-
rameters such as epoch and batch size. After several experiments, it turns out that the
best parameter setting was at epoch = 50 and batch size = 100. The results of these
parameter settings appeared on the graph of the loss model, as can be seen in Figure 5.
The graph shows that the value of training loss decreased continuously, indicating that
the model was well trained.

The last step of this experiment was comparing Vanilla LSTM and Stack LSTM with
Bidirectional LSTM. Table 2 shows the results of the comparisons. From the table, it can
be seen that in terms of training duration, Stack LSTM and Bidirectional LSTM took
longer time to perform training process. However, in terms of accuracy performance, it
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TABLE 2. The comparison among Vanilla LSTM, Stack LSTM and Bidi-
rectional LSTM

Window Training | Training score | Testing score
Model length duration | MSE | RMSE | MSE | RMSE
(second) | (£) | (2) | (&) | ()
Vanilla LSTM 20 4.148 0.137| 0.370 |0.136 | 0.369
Stack LSTM 20 6.226 0.137| 0.371 |0.137| 0.370
Bidirectional LSTM 20 7.429 0.133| 0.365 |[0.135| 0.368

can be concluded that Bidirectional LSTM had the highest accuracy level compared to
Stack LSTM and Vanilla LSTM. This can be seen in the MSE and RMSE values of the
results in the training and testing process in those models.

4. Conclusions. The setting of the appropriate windows lengths in split windows meth-
ods gave a significant influence toward multivariate time series forecasting models that
used LSTM. However, the optimum value needed to be considered since the wider the
window did not always mean the better the performance. The use of Stack LSTM that
was done by layering some hidden LSTM layers to make a deeper model could improve
the accuracy value of the model, although it needed longer duration. The best accuracy
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performance to predict rice crops pest attack using multivariable was gained by applying
Bidirectional LSTM, which combined Forward and Backward LSTM so that the training
process could be done thoroughly for both forward and backward input data arrange-
ments. Further studies can be done by optimizing data preprocessing steps to be able to
capture the characteristics of multivariate time series data. A sensitivity analysis is also
suggested in order to understand the effectiveness of the proposed model. Comparison of
models with other LSTM variants also needs to be done, for example with Gated Recur-
rent Units (GRU) which has two gates. Moreover, the number of the dataset can also be
added to improve the performance of the model.
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