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Abstract. Nowadays, anomaly detection in data is an important field of research. A
couple of methods have already been developed for this purpose, among which clustering-
based anomaly detection remains an important one. Most methods using clustering ap-
proaches consider either numeric or categorical attributes of the data instance, but not
both. However, in real life, most datasets are hybrids containing numeric, categorical, or
mixed data. For such hybrid datasets, the typical distance formula does not work. This
paper presents a unified distance formula for the clustering approach, in which the at-
tributes may be numeric, categorical, or a mixture of both. Here, we propose an anomaly
detection method based on both partitioning and hierarchical approaches. The algorithm
proposed here is a modified version of k-means clustering algorithm in the sense that it
also uses a suitably defined merge function. After every iteration the merge function is
used to merge a pair of highly similar clusters to produce a larger cluster. The efficacy
of our method is established using the complexity analysis and experimental results.
Keywords: Intrusion detection, Information security, Outlier analysis, k-means algo-
rithm, Object-cluster distance, Similarity measure, Merge function

1. Introduction. Due to the widespread use of computers and associated networks, it
has become cheaper to store, transmit and process data. A huge amount of data that may
contain valuable information is piling up on a daily basis. The problem of extracting such
valuable knowledge is termed as data mining. So data mining is a method of discovering
non-trivial and previously unknown information or patterns from huge datasets.

There are several approaches for this purpose, and clustering is one of them. Clustering
is an unsupervised learning technique used to find patterns and data distributions in
datasets. While it has been extensively studied in social science and psychology [1], it
was made popular by the database community. There are two primary classes of clustering
methods: partitioning and hierarchical.
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The partitioning method divides the objects into predefined number clusters based
on some criteria. Several algorithms have been developed for this task. The k-means
algorithm is one of the most frequently used one. In [2], the author explained the k-means
algorithm for clustering numerical data using the distance function. Meanwhile, in [3], the
authors proposed a dynamical system-based method for clustering categorical data. In
[4], the authors presented a partitioning method for clustering mixed data with numeric
and categorical attributes. The merge function is an essential part of any agglomerative
hierarchical clustering algorithm [5,6]. It is used to merge any pair of clusters with a high
degree of similarity. Obviously, every merger produces a larger cluster.
An outlier is a data point that does not belong to any cluster. Extraction of outliers

from large datasets is an emerging area of research in information security, and it has
a number of applications, such as fraud, anomaly, and intrusion detection. In [7,8],
the clustering-based outlier detection methods are discussed. Intrusion is an attempt to
compromise the integrity, confidentiality, or availability of resources by accessing them in
an illegitimate way. In [9,10], the authors used the fuzzy c-means clustering algorithm
in intrusion detection. Intrusion detection techniques are broadly categorized into two
types: (i) anomaly detection techniques and (ii) signature recognition techniques [11,12].
An anomaly detection technique is used to discover intrusions or misuses of networks
and computers by monitoring and grouping system activities into normal or anomalous.
The intrusion detection system (IDS) based on anomaly detection is termed the anomaly-
based intrusion detection system. In [13], the authors proposed a k-means algorithm-based
technique for traffic anomaly detection that uses the weighted Euclidean distance. Several
works have been conducted in this direction; however, most of the methods used, consider
only numeric attributes. Considering the numeric as well as the categorical attributes
of the network data, a fuzzy c-means-based method for anomaly detection is discussed
in [14] which have used distance on numeric attributes and dissimilarity on categorical
attributes.
In this paper, we use both partitioning and hierarchical approaches for detecting anom-

aly in the network data. First, we define the data instance-cluster distance measure [4]
in terms of both numeric and categorical attribute-cluster distance. Then, we define sim-
ilarity between a pair of clusters in a similar fashion, and a merge function is defined in
terms of the above similarity measure. Finally, a new algorithm for anomaly detection
is proposed in this paper. The algorithm makes use of the approaches of both partition-
ing and agglomerative hierarchical clustering algorithms, and it is a modified version of
k-means clustering algorithm, which also uses a suitably defined merge functions. The
algorithm supplies a set of clusters, and the number of output clusters would be less than
or equal to the number of randomly selected input clusters. The smaller cluster contains
the outliers, and the extracted outliers are considered anomalies.
The paper is organized as follows. In Section 2, we briefly discuss the related works.

In Section 3, we discuss the problem statement. The proposed algorithm for anomaly
detection is discussed in Section 4. In Section 5, we discuss the time complexity of the
algorithm. In Section 6, we discuss the experimental results. Finally, we conclude our
paper with a brief conclusion in Section 7.

2. Related Works. Data mining is a method of extracting non-trivial, previously un-
known information. It has received much interest from researchers due to its extensive
applications. Several data mining techniques have been developed. Clustering is one im-
portant technique that is used to find the dense as well as sparse regions in the dataset.
There are two primary approaches to clustering: partitioning and hierarchical. In the
partitioning approach, data instances are divided into a predefined number of clusters
based on certain criteria.
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Clustering algorithms for numeric data are discussed in [2], where the distance function
is used as a criterion. In [15], the authors proposed an algorithm for anomaly detections
using a concept of minimizing the compactness and maximizing the separation of the
clusters, which in turn improves the quality of anomaly detection. In [16], the authors used
clustering techniques for detecting anomaly in time-series data. A method of anomaly
detection for log files is discussed in [17]. In [18], a system of anomaly detection in
network connection logs is proposed; this technique investigates outliers using clustering,
highlighting the subtle variances in each model through visualization. The proposed
approach can be extrapolated to a more generalized system of analyzing connection logs
across a large infrastructure containing a huge number of nodes.

Intrusion is an activity that can compromise the integrity, confidentiality, or availability
of resources by accessing them in an illegitimate way. Intrusion activities and the methods
for their detection are discussed in [9,10], where the fuzzy c-means algorithm is used
for intrusion detections. A method based on the k-means algorithm for traffic anomaly
detection using weighted Euclidean distance is discussed in [14]. In [19], the authors
introduced a multi-stage intrusion analysis system known as traffic-log combined detection
(TLCD), which can discover not only the steps of the cyber-attack process, but also
the behaviour of normal users. In [20], the authors discussed the meaning of statistical
outlier detection, database-related data mining methods for outlier detection, reviewed
approaches to find a statistically meaningful interpretation of the outlier scores, and
sketched related current research topics. In [21], the authors introduced the rough set
theory in the intrusion detection system which is helpful in the identification of potentially
malicious content.

In [22], the authors introduced a deep learning approach that improves the accuracy
of vehicle intrusion detection systems. In [23], a hybrid intrusion detection alert system
framework, which uses a distributed deep learning model for handling and analyzing
large-scale data in real time, is discussed. In [24], the authors proposed a method called
‘delayed short-term memory’ for time-series data. This method is based on prediction
errors, and it provides multiple models with delayed prediction. In [25], the authors
presented a deep learning-based approach for the detection of anomalies in time-series
data. The advantage to the method used in [25] is that it is capable of handling minor
data contamination and accurate in detecting small deviations or anomalies in time-
series cycles, which is overlooked by other well-known distance-based and density-based
anomaly detection techniques. A method for finding alert correlations based on frequent
itemset mining is discussed in [26], while classification-based intrusion detection system
is discussed in [27]. In [28], the authors have presented an improved version of k-means
algorithm which overcomes the drawback of k-means algorithm by optimally determining
initial set of clusters.

3. Problem Definition. In this section, we discuss some important definitions, nota-
tions and formulae used in the proposed algorithm. Since most real-life datasets are
hybrids, and the k-means algorithm uses the distance between the object and the cluster,
typical distance formulae do not work. Therefore, we need to develop a general distance
formula that can be applicable to numeric, categorical, or hybrid attributes. The formulae
are given below.

3.1. Distance in categorical attributes. In [4], the authors proposed a distance for-
mula for categorical attribute as follows. Let A1, A2, . . . , Adc be categorical attributes of a
set of data instances which also have numeric attributes. The domain (Ai; i = 1, 2, . . . , dc)
= {ai1, ai2, . . . , aim} comprises finite, unordered possible values that can be taken by each
attribute Ai, such that for any a, b ∈ dom(Ai), either a = b or a ̸= b. Any data instance
xi is a vector (xi1, xi2, . . . , xidc)

/, where xip ∈ dom(Ap), p = 1, 2, . . . , dc. The distance
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d(xi, Cj) between data instance xi and cluster Cj, i = 1, 2, . . . , n and j = 1, 2, . . . , k is
given by

d(xi, Cj) =
dc∑
p=1

wpd(xip, Cj), with
dc∑
p=1

wp + wdc+1 = 1 (1)

Here wp is the weight factor associated with each categorical attribute and wdc+1 that
associated with all numeric part of the data instances respectively. The weights describe
the importance of the attribute which controls the contribution attribute-cluster distance
to data instance-cluster distance. The attribute-cluster distance between xip and Cj is
given by

d(xip, Cj) =
|Cj(Ap = xip)|
|Cj(Ap ̸= ϕ)|

(2)

Obviously d(xip, Cj) ∈ [0, 1] means d(xip, Cj) = 1 only if all the data instance in Cj has
Ap = xip and d(xip, Cj) = 0 only if no data instance in Cj has Ap = xip.
With the help of Equation (2), Equation (1) becomes

d(xi, Cj) =
dc∑
p=1

wpd(xip, Cj) =
dc∑
p=1

wp
|Cj(Ap = xip)|
|Cj(Ap ̸= ϕ)|

(3)

where d(xi, Cj) ∈ [0, 1], i = 1, 2, . . . , n and j = 1, 2, . . . , k.

3.2. Calculating the weight of an attribute. The proposed method in [4,29] for
calculating the weights of attributes is given below.
Let A be an attribute, and then, its importance IA can be quantified by the following

entropy metric.

IA = −
∫

ρ(x(A)) log(ρ(x(A)))dx(x) (4)

where x(A) is a value of the attribute A, and ρ(x(A)) is the distribution function of
data in the cluster along the A dimension. Since the categorical attribute values are
discrete and independent, the probability of an attribute can be estimated by counting
the frequency of the attribute value. Consequently, the importance of any categorical
attribute Ap (p ∈ {1, 2, . . . , dc}) can be calculated by the formula

IAp = −
mp∑
t=1

ρ(apt) log ρ(apt) (5)

Furthermore,

ρ(apt) =
|X(Ap = apt)|
|X(Ap ̸= ϕ)|

where apt ∈ dom(Ap), mp is the number of possible values that Ap can take, and X is
the whole dataset. Equation (5) states that the importance of an attribute is directly
proportional to the number of different values of the categorical attribute. However, in
practice, an attribute with vastly different values will contribute minimally to the cluster.
For example, the ID number of an instance is not useful for cluster analysis. Hence,
Equation (5) can further be modified as

IAp = − 1

mp

mp∑
t=1

ρ(apt) log ρ(apt) (6)

Hence, the importance of an attribute can be qualified by its average entropy over each
attribute value; thus the weight of each attribute can be computed as

wp =
IAp∑d
t=1 IAt

, p = 1, 2, . . . , dc (7)
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3.3. Distance in numeric attributes. The distance formula in [4] for numeric at-
tributes of the data instance is defined as follows. Let xi = (xi1, xi2, . . . , xidn) be the
numeric attribute of a data instance xi, and then, the distance d(xi, Cj) between numeric
attribute xi, i = 1, 2, . . . , n and cluster Cj, j = 1, 2, . . . , k is defined as follows:

d(xi, Cj) =
e(−0.5||xi−cj ||2)∑k
t=1 e

(−0.5||xi−ct||2)
(8)

where cj is the centroid of cluster Cj, and d(xi, Cj) ∈ [0, 1].

3.4. Distance in mixed attributes. Suppose the data instance xi = [xc
i , x

n
i ], where

xc
i =

(
xc
i1, x

c
i2, . . . , x

c
idc

)
and xn

i = (xn
i1, x

n
i2, . . . , x

n
idn) are categorical and numerical at-

tributes of xi(dc + dn = d), respectively. Using Equations (1) and (8), the distance
d1(xi, Cj) between the data instance xi and cluster Cj is defined [4] as follows:

d1(xi, Cj) =
dc∑
p=1

wp

∣∣Cj

(
Ap = xc

ip

)∣∣
|Cj(Ap ̸= ϕ)|

+ wdc+1
e

(
−0.5∥xn

i −cnj ∥2
)

∑k
t=1 e

(
−0.5∥xn

i −cnt ∥2
) (9)

Here,
∑dc+1

p=1 wp = 1 and cnj is the centroid of cluster Cj.
Since we compare the distances of the data instances with clusters and take the data

instance with the minimum distance value to be in the cluster, we can rewrite d(xi, Cj)
as follows:

d(xi, Cj) =

(
1−

dc∑
p=1

wp

∣∣Cj

(
Ap = xc

ip

)∣∣
|Cj(Ap ̸= ϕ)|

)
+ wdc+1

e

(
−0.5∥xn

i −cnj ∥2
)

∑k
t=1 e

(
−0.5∥xn

i −cnt ∥2
) (10)

It is worth mentioning here that we subtract the distance in categorical attributes from 1 to
fit it onto the same scale as the distance in numeric attributes. Obviously, d(xi, Cj) ∈ [0, 1].
If xi ∈ Cj, d(xi, Cj) = 0. In Equation (10), the numerical attributes are included as
a whole in the Euclidean distance, hence, it can be treated as one of the indivisible
components, and only one weight can be assigned to it. Thus, we will have dc+1 attribute
weights in total, and their summation is equal to 1. Under these conditions, we can place
the attribute weights at: wdc+1 =

1
dc+1

.
In addition,

wp =
dcIAp

(dc + 1)
∑d

t=1 IAp

, p = 1, 2, . . . , dc (11)

Thus, the total weights of the numeric and categorical parts are 1/(dc+1) and dc/(dc+1),
respectively. Moreover, as the actual weight of each categorical attribute is adjusted by its
importance as in Equation (7), Equation (11) can give us the weights for mixed attributes.
Obviously, d(xi, Cj) ∈ [0, 1].

3.5. Similarity of the cluster pair. Let Ci and Cj be two clusters obtained at any
stage, where i, j ∈ {1, 2, . . . , k} and i ̸= j, ci = centroid of Ci and cj = centroid of Cj

then we define the similarity measure S(Ci, Cj) between Ci and Cj as follows:

S(Ci, Cj) = (Sn(Ci, Cj) + 1− Sc(Ci, Cj))/2 (12)

where Sn(Ci, Cj) is the similarity of Ci and Cj on numeric attributes

= wdc+1
e−0.5∥ci−cj∥2∑k

t=1 e
−0.5∥ci−ct∥2 +

∑k
t=1 e

−0.5∥ct−cj∥2
(13)

and Sc(Ci, Cj) = the similarity of Ci and Cj on categorical attributes

=
dc∑
p=1

wp
|Ci(Ap = xtp)|+ |Cj(Ap = xtp)|

|Ci(Ap)|+ |Cj(Ap)|
; t = 1, 2, . . . ,m (14)
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Using Equations (13) and (14), Equation (12) becomes

S(Ci, Cj)

=

wdc+1
e
−0.5∥ci−cj∥2

∑k
t=1 e

−0.5∥ci−ct∥2+
∑k

t=1 e
−0.5∥ct−cj∥2 +

(
1−

∑dc
p=1wp

|Ci(Ap=xtp)|+|Cj(Ap=xtp)|
|Ci(Ap ̸=ϕ)|+|Cj(Ap ̸=ϕ)|

)
2

(15)

In Equation (15), we subtract the similarity in categorical attributes from 1 to measure on-
to the same scale as that of numeric attributes. Since Sn(Ci, Cj) ∈ [0, 1] and Sc(Ci, Cj) ∈
[0, 1], it follows that S(Ci, Cj) ∈ [0, 1]. For identical cluster pairs, S(Ci, Cj) = 0, and
S(Ci, Cj) = 1 for completely dissimilar pairs.

3.6. Merge function. Let Ci and Cj be the two clusters and C be the cluster formed by
merging them, then, the merge() function [8,9] is defined as C = merge(Ci, Cj) = Ci∪Cj,
if and only if S(Ci, Cj) ≤ σ, a pre-defined threshold.

4. Proposed Algorithm. It is already mentioned in Section 1 that the proposed al-
gorithm uses the combination of both partitioning and hierarchical approaches and is a
modified version of k-means where at the end of every iteration, a merge function is used
on highly similar clusters which minimizes the number of output clusters. The algorithm
is described as follows. First of all, the algorithm selects k-cluster centroids randomly from
a given n input d-dimensional data instances. Next, we compute the distance function for
each data instance xi with each cluster Cj, j = 1, 2, . . . , k, and put the data instance in
the cluster with the minimum distance value. It is to be mentioned here that the weights
of categorical attributes are taken to be equal. Subsequently, we update the frequency
of categorical value and the centroid of the numeric value for each new cluster. In order
to conveniently update the centroid of the clusters and the categorical attribute values,
we maintain two auxiliary matrices for each cluster. One matrix is required to store the
frequency of each categorical value occurring in the cluster, and the other stores the mean
vector of the numerical parts of all the objects belonging to the cluster. After this we
compute the weights of categorical attributes. Then we apply the merge function (merge
function is defined in Section 3) to the set clusters obtained in previous step which will
produce a smaller number of clusters of bigger size by merging the similar clusters. The
process would continue until any of the following conditions are satisfied: (i) no changes to
the data instances clusters and (ii) no merging of the clusters is possible. The algorithm
is better described with a flowchart in Figure 1.
The pseudo code of the algorithm is given in Algorithm 1.
The algorithm supplies the cluster’s data instances as well as the outliers – i.e., the data

instances belonging to smaller clusters. The outliers can be used to identify anomalies
among the data instances, and such patterns obtained by the algorithm can be used in
designing an efficient intrusion detection system (IDS).

5. Time Complexity. To calculate the centroid of randomly selected k-data instances,
the computation cost required is O(n + nkdn) = O(nkdn), where n = the number of
data instances, k = the number of clusters and dn = the number of numerical attributes.
Therefore, the total cost of steps 1 and 2 is O(nkdn). Step 3 takes O(kn) time because,
for each centroid, we have to compute the distance of each data instance, choose the
minimum, and assign it to that cluster. We need O(n) time to compute the minimum for
each of the k clusters; thus the computation cost is O(kn). In step 4, the cost of updating
two auxiliary matrices is O(2k). Also, the computation cost for calculating the weights
of categorical attributes is O(mnkdc), where m = the average number of possible values
that the categorical attributes can take, and dc = the number of categorical attributes.
Thus, the total computation cost of steps 4 and 5 is O(2k + mnkdc) = O(mnkdc). The
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Figure 1. Flowchart of the proposed modified k-means algorithm

computation cost of step 6 is O(n1n2) = O (n2), where n1 and n2 are the sizes of the two
clusters to be merged and n1 ≤ n, n2 ≤ n. If the termination conditions are not satisfied
then the cost of assigning each instance to the closest cluster is again O(kn). Thus,
the total computation cost of one iteration is O (nkdu +mnkdc + n2 + 2kn). If t is the
number of iterations of the algorithm, then the total computation cost of the algorithm is
O (t (nkdu +mnkdc + n2 + 2kn)) = O(t(mnkd)), where d = dn + dc. Note that t ≤ k ≤ n,
m ≤ n, and d ≤ n. Also k is constant, so t can also be treated as constant. Therefore, the
overall complexity of the algorithm is O(t(mnkd)) = O (n3), and the proposed algorithm
is quite efficient.
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Algorithm 1. Modified k-means algorithm for anomaly detection.

Step 1. Given n, d-dimensional data instances as input
Step 2. Select k-cluster centroids randomly.
Step 3. Assign each instance to the closest centroid using equal weights for the cate-

gorical attributes.
Step 4. Update the two auxiliary matrices maintained for storing the frequency of each

categorical value occurring in the cluster, and the mean vector of the numerical
parts of all the data instances belonging to the cluster.

Step 5. Compute the weights of categorical attributes.
Step 6. Merge the pair of clusters using similarity measure given in (15)
Step 7. If ((no changes to the data instances clusters) // (no merging of the clusters

is possible))
Output clusters

else
assign each instance to the closest centroid
go to step 4.

6. Experimental Results. For experiment, we take two different datasets [30] viz.
Flags Dataset and KDD99 Dataset. Flags Dataset contains details of various countries
and flags with 10 numeric-valued and 30 categorical-valued attributes, whereas KDD99
Dataset is one of the popular datasets used for building network intrusion detector, a pre-
dictive model to identify intrusions or attacks, from normal connections. A summarized
view of the dataset describing the dataset characteristics, the attribute characteristics,
the number of attributes, and the number of data instances is presented in Table 1.

Table 1. Datasets characteristics

Datasets Dataset charc Attribute charc
Number of attributes
(numeric/categorical)

No of data
instances

Flags Dataset Multivariate
Numeric, Boolean

or nominal
10/30 209

KDD99 Dataset Multivariate Categorical, Integer 34/8 4898431

The experiments were conducted using Matlab on Intel Core i7-2600 machine with 3.4
GHz, 8 M Cache, 8 GB RAM, 500 GB Hard disc running Windows 10. The results were
reported in Table 2 both as an absolute anomaly and anomaly ratio. Thus the obtained
results further confirm the efficacy of our algorithm.

Table 2. Obtained results

Datasets No of anomalies
Anomaly ratio

(no of anomalies)/(no of data instances)
Flags Dataset 2 0.009569
KDD99 Dataset 160 0.00003276

7. Conclusion. The anomaly detection technique is one method for developing intrusion
detection systems. In this paper, we proposed an algorithm which uses both partitioning
and hierarchical approaches. The algorithm is used for detecting anomaly in network data.
For this purpose, we have suitably defined the distance, similarity, and merge functions,
which work on both numeric and categorical attributes. The algorithm supplies the
number of clusters less than or equal to a pre-defined value, with some outliers – i.e., data
instances belonging to smaller clusters. The extracted outliers, which deviate from the
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normal behaviour of the data, are considered anomalies. Such anomalies can be used in
designing an efficient intrusion detection system.

Although our proposed algorithm looks like well-known k-means algorithm, it differs
from the aforesaid algorithm in the following points.

1) The k-means algorithm is successfully used for numeric data, however our algorithm
can be applied for numeric, categorical or mixture of both because the distance function
is redefined in such a way that it can work for above-mentioned datasets.

2) Secondly, the output obtained by k-means algorithm depends heavily on the initial
parameters like initial set of clusters and minimum threshold; however, our algorithm is
less dependent on the initial parameters.

3) At the end every iteration, similar cluster pairs are merged using a suitably defined
similarity measure which in turn reduces the number of clusters and hence decreases the
number of executions of algorithm.
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