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Abstract. This paper deals with the automatic detection and classification of road
cracks. Determining the type and severity of a crack under the conventional PMS (Pave-
ment Management System) is a challenging task in terms of process efficiency and con-
sistency since it relies on human intervention of many trained workers. Many studies
that reduce this human reliance have been conducted for the automation of crack detec-
tion, and thus improve the whole pavement management process significantly. Recently,
neural networks have been actively tried for road damage detection and have achieved re-
markable results. However, since many researches have been done on the basis of limited
road images of a few countries or well-cleansed example data, more adaptive research
is needed to obtain effective results for road conditions of individual countries. In this
paper, 3 CNN-based models for detecting road cracks are tested using actual data from
Korea. By doing multiple experiments for 6 types of cracks, several approaches to better
detect cracks in Korean road conditions are examined. Based on the result of this study,
many researches will be able to further enhance their studies while adapting their models
to better fit to their respective domestic road conditions.
Keywords: Road crack detection, Pavement distress detection, Image classification,
Deep learning, Convolutional neural network

1. Introduction. The Pavement Management System (PMS) constantly monitors pave-
ment distress and supports proper maintenance work depending on the type and severity
of cracks. In metropolitan areas with heavy traffic and so many roads to manage, crac-
ks occur very rapidly and thus significant resources are needed to smoothly detect road
cracks and respond quickly. In most areas, however, crack detection is still done manually
with lots of manpower. There are recent studies to obtain a 3D-scanned image of the
road using 3D laser scanner as a way to clearly detect road cracks [1,2]. These latest
approaches, however, have a practical problem that they require enormous investment to
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run the equipment in multiple vehicles. While conventional researches on road crack de-
tection have been conducted through algorithmic analysis and structural interpretation of
crack images [3-5], the focuses of those studies are now shifting to classification and object
detection with neural networks that have shown significant advancement recently [6-8].
The introduction of Deep Neural Networks (DNNs) shows promising results for automatic
crack detection, but is still in a lab environment or in a limited application phase with less
crack types, which relies heavily on clean, limited sample input images that reflect road
conditions of a few test countries. The main contribution of this paper lies in its extensive
use of real image data obtained from the road scanner to distinguish 6 crack types under
various test settings for field adaptation in Korea. In this study, 3 neural network models
are reviewed and compared using road scanner images, and their accuracies are evaluated
while changing the resolution of input images. Actual classification performance is also
tested when multiple crack types coexist in the same input image. By referring this study,
many researches will be able to further enhance their studies while adapting their models
to better fit to their respective domestic road conditions.
This paper is organized as follows. Section 2 summarizes several related works on road

crack detection. Section 3 presents general road crack management process, our test
setups, and input data. Experiment results are given in Section 4 with brief explanations.
Finally, in Section 5, our conclusion is stated along with some future research directions.

2. Related Works. Researches to detect road damages or cracks can be roughly catego-
rized into 2 approaches: an algorithmic approach and a DNN approach. The algorithmic
approach basically focuses on the image processing and structural analysis, which includes
parametric machine learning approaches too. The DNN approach has recently emerged
in this field, which attempts to capture crack patterns by learning from the large amount
of data. In this section, above two approaches are briefly described.

2.1. Algorithmic and analytic approaches. This is a traditional approach that in-
volves a variety of logical methods for detecting road cracks. In some studies, classification
and segmentation were attempted using the threshold method for the distinction between
crack pixels and non-crack background pixels [2,9]. Abdel-Qader et al. tried to classify
cracks via edge detectors such as Canny detection and Sobel detection [10,11]. Tsai et
al. studied a quantitative scoring method that can evaluate other crack segmentation
methods objectively, and they applied their measure to six representative segmentation
methods [5]. Subirats et al. conducted a study to print out the existence of crack in the
form of a binary image using 2D CWT (Continuous Wavelet Transform) and wavelet coef-
ficient maps [12]. Varadharajan et al. implemented an image-based detection method by
applying SLIC (Simple Linear Iterative Clustering) superpixel algorithm in their classifier
that can separate cracks from the backgrounds such as road and sky. In that study, they
gained about the level of accuracy that was achieved with manual classification at that
time [3]. Zalama et al. conducted a study to distinguish the longitudinal and transverse
cracks using Gabor filter, but their approach showed some limitations that crosswalks
or lanes were confused with cracks [4]. Nguyen et al. used CTA (Conditional Texture
Anisotropy) and FFA (Free-Form Anisotropy) to enhance crack segmentation, and those
two anisotropic measures showed better results than 2D CWT [13,14]. Hu and Zhao pro-
posed a new LBP (Local Binary Pattern) algorithm for crack detection that was more
robust to noises than the existing LBP algorithms [15]. Shi et al. presented the Crack-
Forest method that used random structured forest approach. Their method performed
better on several datasets with low-resolution images compared to other approaches. It
also showed superior processing speed [16]. These traditional approaches, however, have
shown some limitations that detection performance is sensitively affected by various kinds
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of noises, and as the complexity of algorithm increases, so do the implementation difficulty
and computational workloads.

2.2. DNN approaches. Unlike the other analytic approaches, DNN approaches have
the power to improve performances along with the growth of input data by constantly
learning from the data. Among other techniques, CNN (Convolutional Neural Network)
is one of the most widely used techniques in areas such as computer vision, speech recog-
nition, and medical image processing that has solved many challenging problems. Unlike
FCN (Fully Connected Network), CNN is a specialized network actively using the struc-
ture of local receptive fields that are suitable for extracting image features. Krizhevsky et
al. applied deep CNN for ISBI (International Symposium on Biomedical Imaging) 2012
EM (Electron Microscopy) segmentation challenge, and they outperformed all other ap-
proaches in the competition, despite their network was not even being tailored to this
particular segmentation task [17]. Gopalakrishnan et al. used transfer learning approach
to detect pavement cracks by borrowing abilities from the other pre-trained networks [18].
While previous studies have used road images collected from special cameras, DNN can
also be applied to various data acquired from DSLR camera, smartphone camera, and
black-box installed in a vehicle since it shows good results even on low-resolution images
[19,20]. Zhang et al. applied neural network for the first time to detecting cracks by build-
ing a very simple CNN architecture without using transfer learning, and showed better
results than conventional SVM (Support Vector Machine) and boosting method [6]. After
this, Pauly et al. improved the result of Zhang et al. by extending network architecture
over the same dataset [8]. Zhang et al. even further improved previous result without
using pooling layer by adding fully connected layer between convolution layers [21]. Bang
et al. proposed an optimally configured encoder-decoder network for detecting cracks on
a pixel-by-pixel basis in road images collected from black-box camera [7]. Carr et al. also
obtained fairly good result from the CrackForest datasets by using RetinaNet which was
based on FPN (Feature Pyramid Network) [22].

3. Crack Management Process and Experiment Setups. In this section, an overvi-
ew of crack management process is given together with a description for experiment setups.

3.1. Road crack management process. The overall process for road crack manage-
ment consists of four major stages, as shown in Figure 1, and is highly dependent on
manual labor. At the data collection stage, vehicles equipped with road scanner periodi-
cally capture snapshots of the pavement while running the road, and send the snapshots
to the central system. These transmitted data include original road image and location
information. In the following crack detection stage, a number of workers manually mark
the existence of cracks on the captured images, and each crack’s bounding rectangle is
also annotated on the image. The severity detection stage is also performed manually over
the labeled cracks to determine their seriousness by calculating defected pixels’ relative
ratio within the bounding rectangle. Finally, in the repair decision stage, a repair plan
that takes account of the availability of current resources is established for roads with

Figure 1. Overall road crack management process
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severe damages. To facilitate effective handling of the entire crack management process,
it is necessary to automate crack detection and severity detection phases, which take
the longest time and incur the most processing cost. In this study, various experiments
were conducted to change these labor intensive stages into automatic and integrated ones
through neural network.

3.2. Test model and experiment environment. At first, authors have conducted
a training based on Zhang et al.’s CNN model (5-CNN) that applied neural network to
crack detection for the first time, while excluding dropout from the network [6]. After this,
without any preprocessing to input data except z-normalization, authors have obtained
better accuracies with our 7-CNN + BN model and well-known SqueezeNet model [24]
than the accuracy of Zhang et al.’s original model for the same input data. Since the data
used in our experiment is much more complex than the original dataset used in Zhang
et al.’s work, authors have used deeper models than the original one. The models tested
in this paper are summarized in Figure 2. You can see that BN (Batch Normalization)
layer is added between convolution layer and activation layer in our CM (CNN Module).
All experiments were done on the machine with Intel Xeon Silver 4116 CPU at 2.10 GHz
running Ubuntu 16.04.5 (12 core/32GB RAM/GTX 1050Ti GPU) using Tensorflow and
Keras high-API.

Figure 2. Tested model architecture

3.3. Data and preprocessing. The data used in the experiment are 640,000 road im-
ages acquired over 3 years (2015∼2017) from Korea. Each image has a resolution of 10,000
× 3,739, and has labels that indicate the type and severity of cracks. Labels are manually
created for all 6 types of cracks which are AC (Alligator Crack), CN (Crack Construction
Joint), TC (Transverse Crack), LC (Longitudinal Crack), PTCHG (patching) and POT-
HOLE. Input images for AC, CN, TC, and LC crack types are classified into 3 groups
(HIGH, LOW, None), depending on the severity of crack type, respectively. For each of
the above 4 types of cracks, 2,200 images are used for each severity group. That is, a
total of 6,600 images are used for network training of AC, CN, TC, and LC crack types,
respectively. Since the PTCHG and POTHOLE crack types neither have sufficient images
nor distinguish crack severity, the inputs are classified into 2 groups (EXIST, None), and
only 600 images are used for each group, which means that a total of 1,200 images are
used for network training of PTCHG and POTHOLE crack types, respectively. White
paint, commonly used for road signs, crosswalks, and lanes, is replaced with background
pixels from the input image using thresholds. Log-scale conversion and pyramid down
preprocessing are also applied to inputs before training. Since the resolution of original
image is too high, authors have used low resolution images for experiments. There were
concerns about distortion of crack shapes or deterioration of minor cracks while reducing
the resolution. However, authors found a reasonable level of resolution that still kept the
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Figure 3. Sample input images and example crack types [23]

characteristics of major cracks from the input image without seriously affecting model
accuracy at the experiment. In Figure 3, original input image and preprocessed image
are given together with 6 sample images for each crack type.

4. Experiment Result. Our 7-CNN + BN network design has been largely inspired
by the models of the previous two works [6,8]. Its network architecture is similar to the
existing architecture, but the BN layer which shows good results in object detection field,
is added between convolution layer and activation layer. Our 7-CNN + BN model is
compared to two other well-known network models (i.e., 5-CNN and SqueezeNet) for 7
datasets. All the results are summarized in Table 1. For each dataset, best accuracies are
highlighted with bold figures in the table. For 5-CNN model, all results are inferior to
the other two models, except when using original dataset from [6]. This can be explained
in terms of network depth and properties of the input image. Since the dataset in [6]
is relatively simple and has less noise in the image than the other crack datasets, the
performance of 5-CNN model that has less network depth than the other two models can
be poor at noisy and complex input images. However, the 7-CNN + BN and SqueezeNet
models that have enough network depth work very well on all crack datasets, with very
similar performance results. Because the SqueezeNet has the least number of learning
parameters and short execution time while showing the best result across all datasets,
additional experiments were performed on SqueezeNet with 3 sets of input images with
resolutions of 448 × 448, 224 × 224, and 250 × 100 to understand the effect of image
resolution on accuracy. The final accuracies were 93.56%, 93.75% and 91.67% for each
image resolution, and any significant accuracy degradation could not be found at this
experiment. Based on this result, input images with 224 × 224 resolution that showed
best accuracy were used throughout this research.

Table 1. Classification result from 3 test models over 7 crack datasets

Model

Crack
Dataset AC CN TC LC PTCHG POTHOLE Zhang et al. [6]

5-CNN 82.58% 71.29% 79.32% 84.02% 70.11% 75.00% 99.83%
7-CNN + BN 94.22% 79.10% 93.41% 94.24% 77.72% 85.34% 99.90%
SqueezeNet 93.75% 80.68% 89.58% 93.84% 81.42% 84.41% 99.85%
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As shown in Table 1, it is relatively easy to detect a crack and its severity from individual
crack dataset. The best accuracy for each crack type is always above 80% from the 7-
CNN + BN and SqueezeNet model. When an experiment was conducted to determine
the type of crack out of 6 crack types by mingling above crack dataset as an input, the
resulting accuracy was just around 60%, which could not be used in real applications.
This low accuracy of multiclass classification can be explained by intrinsic features of
road damages that share similar patterns between different crack types, and thus bring
about the confusion of network. The fact that an input can have multiple or redundant
types of cracks inside an image also makes it hard for the network to clearly distinguish
individual crack regions out of input image. It seems that a proper preprocessing or ad
hoc network architecture is needed to achieve higher performance that detects multiple
crack types from a single image.
In the whole training, activation layer primarily used ReLU activation function, and

there was no significant change in the results while training with Leaky-ReLU. Learning
rate was 0.0001 and the learning rate decay was set to 0.2. Adam optimizer which showed
stable and good results was used in the experiment. In the SqueezeNet experiment,
simply squeeze type with 0.5 SR (Squeeze Ratio) value was used. Since the outcome was
to determine the class of input image as HIGH, LOW and None, one-hot encoding out
of 3 digits was used as output format for AC, CN, TC, and LC crack datasets, and the
categorical crossentropy was used for loss function. For PTCHG and POTHOLE crack
datasets, binary crossentropy was used for loss function.

5. Conclusion and Further Research. Constant monitoring of road cracks and prop-
er repair works are essential for traffic safety. However, many processes are still performed
manually. Recently, researches have been actively performed to utilize CNN to automate
pavement management process, especially for road crack detection. Since the results of
many previous studies are based on limited datasets with well-cleansed sample images,
researches using actual data, including various noises such as oil spot, white paint, and
even wastes are critical for the actual automation of the process. In particular, different
road conditions in individual countries can hugely affect the characteristics of input data,
so experiments using real datasets suited to the actual working environment are more cru-
cial. This study was conducted to obtain a more effective experimental environment and
network configuration based on the real data using the well-known CNN models. Three
models were tested to distinguish individual cracks from the input, and the best accuracy
was roughly around 80∼90% for each crack type. Overall, our 7-CNN + BN model seems
better than SqueezeNet model but its accuracy difference is somewhat minor. Under
limited computing capabilities, SqueezeNet model that has more compact parameters is
recommended. In case of SqueezeNet model, detection of multiple cracks in a single input
image was also tested, but the accuracy remained at around 60%, so it is still not practi-
cal to automatically detect multiple cracks. The classification performance according to
the resolution change of input image was also tested on SqueezeNet, and showed training
time could be hugely reduced while retaining high level of accuracy. Finally, simple pre-
processing methods such as thresholding, log-scale conversion, and pyramid down were
very useful for improving the accuracy of crack detection. In the future, more advanced
preprocessing is required to remove noise such as oil spots, manhole cover, and road lanes.
To detect multiple cracks in a single image, object detection using a bounding box is re-
quired. Crack detection using low-resolution images of smartphone cameras needs to be
studied to help field workers make on-site judgements.
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