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Abstract. The problem of time series data forecast has many practical benefits, thus
getting more and more attention from many people. Doing forecast on short-term time
series is a practical problem today. There are two commonly used methods: the exponen-
tial smoothing and artificial neuron network (ANN). However, many studies show that
for trend and seasonal data, the quality of the ANN is not high. Similarly, for non-linear
data, the quality of the exponential smoothing is not good. In this paper, we proposed a
new model to forecast short-term time series data by developing a hybrid model between
the ANN and exponential smoothing. Empirically, this hybrid model can forecast on dif-
ferent data types and give good forecast results.
Keywords: Time series, Exponential smoothing, Artificial neuron network, Forecast

1. Introduction. In the real world, time series has many different types, and by observ-
ing their values, they have the main components such as:

- Long-term trend component: their values measured over the long-term are increasing
or decreasing. The graph shows whether it can be a smooth curve or a straight line.

- Seasonal component: their values increase or decrease at a specific period, such as a
month, a quarter or a year. For example, the amount of electricity consumed usually
increases during the summer and often decreases in the spring.

- Cycle component: their values change in a certain cycle (cycle can be weekly or
monthly or yearly).

- Abnormal component: abnormal variable values are not cyclical. Therefore, past data
are incapable of predicting these abnormal values.

- In terms of characteristics, they also can be linear time series (data with certain rules
variation) or non-linear (non-rules variation) or can contain both.

Currently, there have been many works to solve the prediction problem on time series
data such as [1-9]. However, time series data have many types, as mentioned above. Most
forecasting methods have forecasted on a specific data type but not on different data types.
According to Hyndman and Athanasopoulos [10], the combination of forecasting methods
will lead to increased efficiency. Therefore, to increase the efficiency of forecasts on multi-
component data as well as many characteristics, a hybrid model should be developed
between existing processing models [11-14]. This paper develops a new model based on
existing models. This new model is a hybrid between the artificial neuron network (ANN)
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and the triple exponential smoothing (ES3), which is called the ANN-ES3 hybrid mod-
el. The ANN-ES3 model is capable of forecasting short-term data of many components
and characteristics. To verify the quality and execution time, we experimented on ten
different multi-component datasets on three existing models: ANN, ES3, and ANN-ES1
(single exponential smoothing) to compare with the ANN-ES3 model of us. Experimental
results show that this new model gives better forecasting on time series data with many
components.
The rest of the paper is organized as follows. Section 2 presents much background

knowledge and related works for forecast data on time series. Section 3 introduces the
ANN-ES3 model that we propose. Section 4 reports on the experiments of ANN-ES3
model in the comparison model ANN [2,9], ES3 [1,3] and ANN-ES1 [15]. Finally, Section
5 gives some conclusions and future work.

2. The Literature Review. In this section, we introduce much background knowledge
as well as some related works in recent years to forecast time series data.

2.1. Exponential smoothing (ES). This model was proposed in the late 1950s (Brown,
1959; Holt, 1958; Winters, 1960) [16], and had motivated some of the most successful
forecasting methods. In this model, older observations are weighed down exponentially.
That is, the more new observations, the greater the assigned weight values compared to
the older observations. ES can forecast seasonal and trend time series and it is simple,
easy to implement, and low-cost. However, ES is only a class of linear model and thus
it cannot capture the nonlinear feature of time series [15]. Overview of this model is as
follows.

2.1.1. Simple exponential smoothing method (ES1). This method is suitable for forecast-
ing data with no clear trend or seasonal component. The past values of time series are
smoothed out (average) by exponentially reducing. The forecast value At (value after
smoothing) at time t is calculated as follows:

At = αYt−1 + (1− α)At−1 or At = At−1 + α(Yt−1 − At−1),

where Yt−1, the actual value at time t − 1 and α, smoothing parameter. The smoothing
parameter (0 ≤ α ≤ 1) indicates the percentage of error of the prediction, α is usually
selected within the range [0.1, 0.5], choosing a small value will be forecasted to be stable,
vice versa when fast forecasting is needed.

2.1.2. Triple exponential smoothing methods (ES3). It is suitable for forecasting when
data has trends and seasons [7]. There are two models that can be used in ES3: the
additive model and the multiplicative model.

- Additive model. The seasonal component is expressed as a mass, which can be
added or subtracted from the average of the time series to unify the seasonality as
follows [1,10]:

Yt+p = (Lt + pT t) + St+p−s,

St = γ(Yt − Lt) + (1− γ)St−s,

Tt = β(Lt − Lt−1) + (1− β)Tt−1,

Lt = α(Yt − St−s) + (1− α)(Lt−1 + Tt−1).

- Multiplicative model. It also has four equations [1]:

Yt+p = (Lt + pTn)St+p−s,

St = γYt/Lt + (1− γ)St−s,

Lt = αYt/St−s + (1− α)(Lt−1 + Tt−1),

Tt = β(Lt − Lt−1) + (1− β)Tt−1,
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where Yt+p, the value of forecast at time t gives p future cycles; Tt, estimating trend
at time t; St, estimating seasonality at time t; Lt, the level at the time t; s, the length
of the season (the number of seasons in a year) and α (the smoothing constant for
level), β (the smoothing constant for seasonality) and γ (smoothing constant for the
trend) are in the range [0, 1] which play the role of smoothing control.

2.2. Artificial neuron network. Some recent works [6,7,15] have shown that the artifi-
cial neuron network (ANN) is a model that can approximate various nonlinearity very well
in time series and cost low. This paper uses the ANN model [17] with two algorithms:
back propagation [18] and RPROP [19], and then chooses the best forecasting result
between these two algorithms.

2.2.1. Combining back propagation algorithm with momentum. This algorithm may not
find global extremes, but only local extremes can be found. If the learning rate η is too
large, the error function will oscillate between the extreme, preventing the error from
falling to a certain value. Conversely, if the coefficient of learning is too small, many steps
must be taken (each step costs a one-time calculation of output results and correction of
network weights). In order to meet acceptable results, it leads to a longer convergence
time. That is, the time required to reach the convergence threshold depends heavily on
η. The Momentum concept [18] has overcome these limitations, 0 ≤ µ < 1 is a constant
called for weight adjustment process to reduce the possibility of falling into local minimum
points, reducing training time. It is based on the value of the weights in previous iterations
t to get the weight value during the second training t+ 1 with the following formula.

∆wij(t) = −η∂E/∂wij(t) + µ∆wij(t+ 1).

2.2.2. Resilient propagation (RPROP). RPROP [19] performs a direct adaptation of the
weight step based on local gradient information. ∆wij determines the size of the weight-
updating, this adaptive update value evolves during the learning process based on its local
sight on the error function E, according to the following learning rule.

Let A = ∂E(t− 1)/∂wij ∗ ∂E(t)/∂wij, then

∆wij(t) =

 η+ ∗∆wij(t− 1), if A > 0
η− ∗∆wij(t− 1), if A < 0
∆wij(t− 1), else

(1)

where 0 < η− < 1 < η+, fixed coefficients of the learning process, if the derivative is
positive (increasing error), the weight is decreased by its update-value, if the derivative
is negative then the update-value is added:

∆wij(t) =

 −∆wij(t), if ∂E/∂wij(t) > 0
+∆wij(t), if ∂E/∂wij(t) < 0
0, else

(2)

wij = wij(t) + ∆wij(t).

3. ANN-ES3 Hybrid Model. This section presents the content of the ANN-ES3 mod-
el. As in Section 2.2, ANN is capable of capturing nonlinear components. The exponential
smoothing technique is a class of linear models, which can capture linear components in
the time series. ES3 can be forecasted on data with seasonality and trend [1], which allows
for the forecast on short-term time series. In [5,15], it is shown that the hybrid model
between ANN and ES results in better forecasting. In this study, we developed a hybrid
predictive model between ES3 and ANN because it is simple, low cost and especially
suitable for short-term time series. Moreover, it allows forecasts on data that are nonlin-
ear, trending and seasonal. In ANN, we implemented both algorithms: back propagation
connecting Momentum and RPROP algorithm; in ES3 we also did both: additive and
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Figure 1. ANN-ES3 hybrid forecast model

multiplicative model (Section 2.1). Figure 1 shows the general diagram of the ANN-ES3
hybrid model.

3.1. ANN module. It provides a predictable result (Forecast 1). Its contents include:

- Users can select several units in the input layer and the hidden layer depending on
the characteristics of the time series.

- The input value is the short-term time series to forecast.
- The sigmoid function is used to activate the function in the hidden layer and the
output layer.

- Momentum and RPROP are network training algorithms. Users can choose one of
these two algorithms.

- The error function on the weight vector w during network training is used:

E
(−→w )

≡ 1

2

∑
d∈D

(td − od)
2, (3)

where D, training data set; d, a sample in D; td, target value of d; od, the output
value of the network.

- The conditional learning process is stopped by two parameters: epoch number (num-
ber of the training process of the network, selected by the user) and forecast error.
MAPE, MAE, and MSE are used to calculate forecast errors as shown in Table 1.
Maximum epoch value and minimum deviation λ user selected (we choose epoch =
1000, λ = 0.001). The learning process will stop when the difference value of E

(−→w )
two consecutive learning epochs is less than or equal to λ or epoch has reached its
maximum epoch value. If the network has just finished learning, the MAPE is quite

Table 1. Standard statistical errors measures

(n, the length of forecast series; yt, the actual value and ŷt, the forecast value)
Name Formulas Usage

Mean Absolute
Percentage Error

MAPE =
1

n

n∑
t=1

|ŷt − yt|
yt

100
MAPE shows the difference between
the actual value and forecast value.

Mean Square
Error

MSE =
1

n

n∑
t=1

(ŷt − yt)
2

MSE is often used to detect large fore-
cast errors. For example, a method has
several errors that are larger than ab-
normal in many small errors.

Mean Absolute
Error

MAE =
1

n

n∑
t=1

|ŷt − yt|
MAE is often used to measure forecast
errors in the same unit as the original
data.
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large, the user can increase the number of epochs and reduce the error and then
continue studying until the desired MAPE is reached (to reduce the cost of learning,
possibly based on the experience of experts).

3.2. ES3 module. It produces a different predictive result (Forecast 2 in Figure 1). This
module performs the functions of ES3 (including the addition and multiplication models)
and chooses the best forecasting result among them. Using R(D)COM software in R
(available at: http://rcom.univie.ac.at/) estimates the smoothing parameters α, β and γ
(as in Section 2.1). These parameters are returned by the Holtwinters function [18] and
standard statistical errors (as shown in Table 1) calculate forecasting errors. This module
allows for forecasting on seasonal and trending datasets.

3.3. Hybrid module. It combines Forecast 1 and Forecast 2 results to produce synergy
effects which are output forecasting results based on the formula [15]

ŷHybrid
t = ξŷANN

t + (1− ξ)ŷES3t

where ŷHybrid
t , forecast results of hybrid module; ŷANN

t , forecast results of ANN module;
ŷES3
t , forecast results of ES3 module and 0 < ξ < 1.
The hybrid weight ξ between ES3 and ANN needs to be determined, and it will be

calculated based on MSE:

MSE =
∑(

Yt −
[
ξŷANN

t + (1− ξ)ŷES3t

])2
where Yt, the string used to train; ŷANN

t , the forecasting series of Yt after passing ANN
module and ŷES3

t , the forecasting series of Yt after passing ES3 module. The best value ξ
is calculated using the formula [12] (if ξ < 0, choose ξ = 0, if ξ > 1, choose ξ = 1).

ξ =
∑(

ŷANN
t − ŷES3

t

) (
Yt − ŷES3

t

)/∑(
ŷANN
t − ŷES3

t

)2
This paper chooses the ANN-ES3 model to make forecasts with the following purposes.
a) The ES3 model is capable of forecasting on a short-term time series of trends and

seasons, and it is possible to use R software to estimate the parameters for it. Moreover,
users can choose the forecast result between addition and multiplication methods.

b) In the ANN model, users can choose the forecast result between the back propagation
algorithm and RPROP (as in Section 2.2).

c) Hybridization of ANN and ES3 achieves forecast results of both a) and b).

4. Experimental Evaluation. We implemented four models including ANN, ES3, AN-
N-ES1, and ANN-ES3 with Microsoft Visual C # and conducted experiments on an
Intel R⃝Core i7, 16GB RAM, Quad-core 1.8GHz. We experimented on these models to
compare forecast results between them on ten available datasets of different areas. These
datasets have indexes: 1, 2, 3, 5, 6, 7, 8 and 9 (see Table 2) which are obtained from
the webpage https://github.com/FinYang/tsdl (R. Hyndman, Monash University, Aus-
tralia). The other two datasets are from the https://timeseries.weebly.com/dataset.html
(Auckland, New Zealand University).

We use R software to estimate α parameter of ES1 and α, β and γ parameters of ES3.
The program derives results from R through the R(D)COM 3.0.1.5 intermediary software
available at www.rcom.univie.ac.at/. Use the Holtwinters function [10,20] in R to get the
output, and analyze the output to get the parameters α, β, and γ (If they have a negative
value then assign it a value of 0, if they are greater than 1 then assign them a value of 1).
The Holtwinters function relies on minimizing the value of MSE (see Table 1) to derive
parameters α, β, and γ. The forecast results obtained from the experiment on the ten
datasets are shown in Table 2.
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Table 2. Compare MAPE of four models on ten datasets

(a, forecast accuracy; e, execution time (milliseconds))

Index Dataset description ES3
ANN
a/e

ANN-ES1
a/e

ANN-ES3
a/e

1

Basic monthly iron
production in Aus-
tralia (linear, season-
al and trend, length:
479)

2.524%/9506 3.387%/555 11.167%/9968 2.498%/10063

2

Monthly M2 finan-
cial data in USA
(linear, seasonal and
trend, length: 398)

1.245%/9922 5.986%/1893 1.512%/11929 1.222%/11125

3

Monthly Chocolate
consumption in Aus-
tralia (linear, season-
al and trend, length:
458)

6.195%/15675 13.569%/15656 15.556%/31332 6.874%/31463

10

Number of month-
ly migrants in Aus-
tralia (linear, season-
al and trend, length:
1094)

5.641%/9675 6.974%/11510 7.023%/21128 4.133%/21186

5

The monthly closing
price of the Dow-
Jones industrial in-
dex in USA (abnor-
mal, length: 291)

2.599%/9597 2.060%/30 3.779%/9585 2.571%/9628

8

The average month-
ly water level of Lake
Erie in USA (abnor-
mal, length: 600)

3.854%/15749 1.539%/3647 3.204%/19486 1.543%/19023

4

Monthly temper-
atures in Paris,
France (abnormal,
seasonal and trend,
length: 154)

20.514%/10362 17.265%/613 16.979%/9975 14.385%/9688

6

The number of wom-
en over the age of 20
is unemployed every
month in USA (ab-
normal, seasonal and
trend, length: 408)

5.220%/9729 11.451%/4615 7.165%/14155 5.078%/14046

7

Quarterly cement
sales in Australia
(abnormal, seasonal
and trend, length:
155)

7.490%/9688 12.277%/57 7.716%/9426 7.613%/9745

9

Quarterly electricity
output in Australi-
a (abnormal, season-
al and trend, length:
155)

1.940%/9360 3.004%/31 1.748%/9556 1.801%/9698
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In Table 2, we have the following comments.

- In the group of datasets with the seasonal and trend characteristics, ANN-ES3 has
the highest forecasting results compared to the other three models.

- In the group of abnormal datasets: ANN-ES3 has a forecasting result that is close to
ANN and higher than ES3 and ANN-ES1.

- In datasets 4 and 9 with seasonal, trending and abnormal characteristics, ANN-ES3
has higher forecasting results than the other three models in the dataset 4 and close
to ANN-ES1 in dataset 9 (ANN-ES1 has the highest forecasting results in dataset 9).

- Through all ten empirical datasets, ANN-ES3 produced stable forecasting results
when compared to the remaining models, it had the highest results on five datasets
1, 2, 10, 4 and 6. The remaining datasets, ANN-ES3, yield close results to the
models with the highest forecasting results and deviations from its forecasting results
compared to the models with the highest forecasting results ranging from 0.004 to
0.175%.

For each model, we also have commented:

- ES3 is very well forecasted for short-term seasonal data and trend as for dataset 3,
or nearly equal to the ANN-ES3 in datasets 1, 2, 6, 7. However, the forecast is not as
good for abnormal datasets as in datasets 5, 8 and datasets contain all three (seasonal,
trend and abnormal).

- ANN only forecast well for abnormal short-term datasets in datasets 5 and 8, but less
accurate for seasonal and trend datasets.

- ANN-ES1 is only strong for short-linear data with high linearity in dataset 9, this
also confirms the correctness of Lai et al. [15].

- ANN-ES3 has a higher or near-higher predictive quality than ES3 in short-term da-
ta with seasonal and trend components, almost similar to ANN in abnormal data.
Finally, in the data of season, trend and abnormal components, ANN-ES3 showed
higher results than the other three models.

For these ten datasets alone, Figure 2 shows the average accuracy of the forecast across
four models.

Figure 2. Comparison of the accuracy of the forecast

5. Conclusions. Forecast time series data is a matter of great interest in many years.
We have developed a new ANN-ES3 hybrid model to do forecasting work on short time
series. Experimental results on ten datasets belonging to different areas show that our
proposed model has good efficiency in forecasting when compared with models ANN, ES3,
and ANN-ES1.

The execution time of our model is better than the ANN-ES1 model and obviously,
it is not as good as single model ES3 or ANN. This is reasonably acceptable. The ES3
model is a popular and effective approach to predicting seasonal data, but the results also
depend on smoothing results when the data is too short and has a lot of noise.
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As for future work, we plan to compare our model with ANN-SARIMA [4] using the
classification input data of ANN and apply them to building a recommendation system
on the school datasets.
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