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ABSTRACT. This paper will study student behavior patterns in online learning activities,
determining student behavior patterns is generally difficult to assess because learning is
not done face-to-face. This test included 815 students and selected 25 students to repre-
sent each meeting after being calculated using a random sampling sample using the Slovin
formula. By looking at the activities carried out during an online meeting, the data will
be separated every week and the data that will be used includes the attributes of the num-
ber of posts, meeting weeks, gender, region, age duration that will be used approximately
30 days so that the development of each week can be seen from the dendrogram generated
using CLG clustering method. And the results displayed from the 1st week dendrogram
are with a total post 1990 and the selected cluster is 2, with percentage (37.34%) for the
first cluster and the second cluster (62.66%). For the second week dendogram the results
of the post were 2223 for the first cluster received (22.45%) and for the second cluster
(77.55%). Week 8 gets results (58.63%) for cluster 1 and cluster 2 (41.37%). And for
the 4th week, it gets results (31.64%) for the second cluster (68.36%).
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1. Introduction. Smart learning systems provide relevant learning resources as peda-
gogical needs for students and individual preferences. One example is the Adaptive Rec-
ommendation based on Online Learning Style (AROLS), which implements adaptation of
learning resources in accordance with students’ online learning styles. Where the method
used is Collaborative Filtering (CF) to extract the preferences and behavior patterns of
each cluster [1].

Other studies [2,3,11] recommend the Single Linkage dissimilarity increment distribu-
tion method, Global cumulative score standard (SLG), and Average Linkage dissimilarity
increment distribution, Global cumulative score standard (ALG) which are used to an-
alyze student learning online interaction data. The end result is a grouping model of
behavior patterns and interpersonality patterns of students.

Online learning is increasingly important for higher education institutions. However,
to date the guidelines on how to best develop and implement online learning activities are
still very limited [4,14]. How to connect this online learning with the selection of the right
technology to support learning, and, the best way to adjust individual assessments to
improve student learning experiences are discussed [5,15]. In many cases, many highlight
the importance of interdependence between interaction, communication and motivation
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on student learning experiences. It identifies student-related factors and their influence
on online learning activities. This study proposes an evaluation of multivariate learning
models to assess student learning in an online learning environment. Data flow is di-
vided into four categories, namely: tutoring, understanding innovation, interactive and
supporting learning [6,16].

The large amount of educational data created by students who interact with digital
learning devices opens up opportunities to gain insights in improving educational models
[7,17]. Online learning has developed rapidly in the world. Ounline learning fully supports
multimedia presentations and provides effective interactions [8,18]. In addition, online
e-learning not only provides student competency, but also creates an independent and
collaborative learning process. However, online learning must have wise management and
good communication networks, if that is not done then it will have a negative impact on
the students themselves [9,19,20].

The development of the Dissimilarity Increment Distribution (DID) method, namely
SLG and ALG, after analysis is known to have weaknesses in measuring the distance
between cluster trees in sub-clusters and main clusters, when tested in calculations for
several datasets having different validation results, the characteristics of the dataset high
order seen no problems because of the high validation value, but when tested on a low
order dataset the validation value becomes unstable, in some cases this occurs because
of the resulting gap between groups that are not included in the same cluster. This will
result in limited flexibility due to joint rejection involving cluster isolation.

The main contribution of this paper is how the development of the DID method can
be used in the characteristics of low-order datasets, the solution offered is to use the
CLG (Complete Linkage dissimilarity increment distribution — Global cumulative score
standard) method. The basic use of the complete linkage method is to be able to work
better at low order dataset.

From previous studies, it was found that the limitations of previous studies have not
examined how external factors can affect the level of academic achievement of online
learning students. The theme of this online learning student pattern is interesting to
study. Of the several methods used previously the clustering algorithm is still dominant
and most suitable for use. However, the clustering algorithm also leaves the problem of
limited cluster flexibility, and it is due to the choice of different dataset characteristics.
From the problems presented in this paper we will propose a modified clustering method
that is suitable with the characteristics of the dataset used.

2. Research Method. In this study, a proposed modification method in the clustering
algorithm is CLG (Complete Linkage dissimilarity increment distribution — Global cu-
mulative score standard), and this algorithm is a combined algorithm between the CL
(Complete Linkage) algorithm [10], the DID algorithm (Dissimilarity Increment Distribu-
tion) [11], GCSS (Global Cumulative Score Standard) algorithm [12]. The CLG algorithm
works by combining elements of free graph-based parameters and model-based approaches
(which are defined by combining criteria by characterizing clusters in probabilistic terms)
for grouping.

CL = max{D(Cy, C;), D(Cy,C})} (1)
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AvrcoriTHM 1. CLG Algorithm

1. Input: dataset X
2: procedure
3: M, My(i,j)
4:  Select the most similar clusters (C;, Cj) max Dist = max{d(z;,z;) : x; € Cj,z; € C;}
5: if |Cj] < 6 and |C}| < 6 then
6: Merge clusters C;, C; into a new cluster Cj, using CLDID (Equations (1) and (2))
and GCSS (Equation (3))
7: end if
8: if |C;] > 6 and |C}| < 6 then
9: if dissinc(x;, xj, 1) = |d(zi, xj) — d(zj, zx)| of (C}) is not in the tail then
10: the pdissinc(w; \) (Equation (2)) then dissinc(x;, xj, x) = |d(z4, z;) — d(z;, xg)|
of (C;) then
11: Merge clusters Cj, C; into a new cluster Cj, using CLDID (Equations (1) and (2))
and GCSS (Equation (3))
12: else
13: Do not merge C;, C;
14: end
15: end

The CLG algorithm provides different treatment to small cluster candidate groups.
Each candidate group whose size is lower than Y}y is not required to explain the merging
criteria. In fact, the merger between C; and C; always occurs in the case of the two groups
of candidates less than the value of the Yy v object. Regarding the cluster size threshold,
it is important to note the difference between the H and Y,y parameters; because both
values refer to group size, parameter H is the real value used in the calculation of the
dynamic merge threshold, while Y}y is the integer threshold value used when directing
the comparison with the required cluster size.

To calculate the amount of data to be tested will use the simple random sampling
method with Slovin formula as simple random sampling [13]:

N

= N(@ET1 @

n = sample, N = population, e = 80% precision value or sig = 0.2.

Figure 1 shows the methodology flow in this study, which illustrates the whole process
starting from the background, design of the algorithm, implementation and construction,
experimentation and analysis, result. The dataset from this study was taken from the
University of Indonesia ODL (Open and Distance Learning), and the dataset taken relates
to online learning student data which includes: gender, age, region. In the process of
labeling the data to be processed, gender is labeled 1 male and 2 females, age will use
3 categories, namely age 15-18 labels 1, 19-21 labels 2, and > 21 labels 3, Jakarta area
labels 1, Bogor labels 2, Depok labels 3, Tangerang labels 4, and Bekasi labels 5.

3. Evaluation of Clustering Result. This research method will use data that is data
that follows online class lessons at the ODL (Open and Distance Learning) University in
Indonesia with the number: 815 student data according to online results in November
2019 and which is tested using 25 students to represent the overall data obtained from
the calculation of the formula Slovin simple random sampling.

From the results of the dendrogram, there are 2 clusters selected. First week total
posts were 1,990 and student behavior patterns based on male gender attributes were
37.34% and women were 0% for the first cluster. Whereas the second cluster of men got
48.09% and 14.57% for women. Based on the area in the first cluster, 37.34% results were
obtained for students domiciled in Jakarta while other regions did not post results, while
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for the second cluster (Jakarta 46.28%) (Bogor 6.83%) (Depok 4.37%) (Bekasi 5.18%).
Based on age the highest results obtained by the second cluster get 32.61% of the total
posts for age category 3. So the student behavior patterns obtained illustrate that men
are more active compared to women, for the Jakarta area more active than bodetabek
areas while the more active age is age > 21 years compared to ages 20 and under.

For the second week dendogram the results of the post were 2223 for the first cluster
received (22.45%) and for the second cluster (77.55%), based on gender the men got
22.41% and the women 0.04% in the first cluster, in the second cluster the men got
55.51% and women 22.04%. Based on Jakarta superior region it is with 11.29% results for
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FIGURE 2. Cluster in the first week
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FIGURE 3. Cluster in the second week

the first cluster and 36.48% in the second cluster. Based on the second week age obtained
> 21 years of age get the highest results in the first cluster with 13.36% results and the
second cluster gets 46.56% results for the age of 19-21 years.

For the third week dendogram the results of the post were 1866 for the first cluster
received (58.63%) and for the second cluster (41.37%), and based on superior male sex
attributes with 44.43% results in the first cluster and the second cluster got 30.17% results.
And based on the Jakarta area it still gets the highest results 51.61% for the first cluster
and the second cluster 35.64%. And the highest yield age attribute obtained 31.99% for
ages 19-21 years and the second cluster received 23.90% for ages > 21 years.

For the fourth week dendogram the results of the post were 1735 for the first cluster
received (31.64%) and for the second cluster (68.36%). Based on the sex attributes the
highest results were obtained by men with the results of 53.08% for the second cluster
and 27.49% for the first cluster. The Jakarta area is still superior with a value of 22.31%
for the first cluster and 22.94% for the second cluster. Based on the age of the total posts
produced more students aged > 21 years in the second cluster with a result of 62.65%.
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FIGURE 5. Cluster in the fourth week

From the 4-week dendrogram above during the online meeting the recapitulation is
based on 3 attributes used as follows.

Table 1 summarizes the results of the dendrogram using data at the 1st week online
meeting based on the attributes used. From the total value of the two clusters, the highest
results obtained by the second cluster were 62.66%.

Table 2 summarizes the results of the dendrogram using data at the 2nd week online
meeting based on the attributes used. From the total value of the two clusters, the highest
result was obtained by the second cluster with a value of 77.55%.

Table 3 summarizes the results of the dendrogram using data at the 3rd week online
meeting based on the attributes used. From the total value of the two clusters, the highest
result was obtained by the first cluster with a value of 58.63%.

Table 4 summarizes the results of the dendrogram using data at the 4th week online
meeting based on the attributes used. From the total value of the two clusters, the highest
result was obtained by the second cluster with a value of 68.36%.
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TABLE 1. The results of the percentage of the week meeting week 1

Gender Diagram
Total posting % Total posting %
Male 743 37.34% 957 48.09%
Female 0 0.00% 290 14.57%
Total 743 37.34% 1247 62.66%
Region Diagram
Total posting PCT  Total posting PCT
Jakarta 743 37.34% 921 46.28%
Bogor 0 0.00% 136 6.83%
Depok 0 0.00% 87 4.37%
Tangerang 0 0.00% 0 0.00%
Bekasi 0 0.00% 103 5.18%
Total 743 37.34% 1247 62.66%
Age Diagram
Total posting PCT  Total posting PCT
1 0 0.00% 0 0.00%
2 226 11.36% 598 30.05%
3 517 25.98% 649 32.61%
Total 743 37.34% 1247 62.66%

TABLE 2. The results of the percentage of the week meeting week 2

Gender Diagram
Total posting % Total posting %
Male 498 22.41% 1234 55.51%
Female 1 0.04% 490 22.04%
Total 499 22.45% 1724 77.55%
Region Diagram
Total posting PCT  Total posting PCT
Jakarta 251 11.29% 811 36.48%
Bogor 65 2.92% 664 29.87%
Depok 183 8.23% 249 11.20%
Tangerang 0 0.00% 0 0.00%
Bekasi 0 0.00% 0 0.00%
Total 499 22.45% 1724 77.55%
Age Diagram
Total posting PCT  Total posting PCT
1 0 0.00% 152 6.83%
2 202 9.09% 1035 46.56%
3 297 13.36% 537 24.16%
Total 499 22.45% 1724 77.55%

1231
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TABLE 3. The results of the percentage of the week meeting week 3

Gender Diagram
Total posting % Total posting %
Male 829 44.43% 563 30.17%
Female 265 14.20% 209 11.20%
Total 1094 58.63% 772 41.37%
Region Diagram
Total posting PCT  Total posting PCT
Jakarta 963 51.61% 665 35.64%
Bogor 0 0.00% 0 0.00%
Depok 0 0.00% 78 4.18%
Tangerang 0 0.00% 1 0.05%
Bekasi 131 7.02% 28 1.50%
Total 1094 58.63% 772 41.37%
Age Diagram
Total posting PCT  Total posting PCT
1 151 8.10% 0 0.00%
2 597 31.99% 326 17.47%
3 346 18.54% 446 23.90%
Total 1094 58.63% 772 41.37%

TABLE 4. The results of the percentage of the week meeting week 4

Gender Diagram
Total posting % Total posting %
Male 477 27.49% 921 53.09%
Female 72 4.15% 265 15.27%
Total 549 31.64% 1186 68.36%
Region Diagram
Total posting PCT  Total posting PCT
Jakarta 387 22.30% 398 22.94%
Bogor 0 0.00% 129 7.44%
Depok 52 3.00% 265 15.27%
Tangerang 0 0.00% 0 0.00%
Bekasi 110 6.34% 394 22.71%
Total 549 31.64% 1186 68.36%
Age Diagram
Total posting PCT  Total posting PCT
1 71 4.09% 0 0.00%
2 234 13.49% 99 5.71%
3 244 14.06% 1087 62.65%
Total 549 31.64% 1186 68.36%
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4. Conclusions. From the results of the discussion it can be concluded as follows: From
the dendrogram generated, from the student id data it can be calculated the value of the
presentation to assess student behavior during the online meeting which takes place based
on the attributes used. The purpose of this research is that the results of the second week
get the highest value from weeks 1, 3 and 4 with the number of posts 2,223 with each
attribute of men getting 55.51% and women getting 22.04% in the second cluster. Then
based on the Jakarta area the highest yield was 36.48% compared to the 4 other regions.
And for the age group aged 19-21, 46.56% of the second cluster was selected. So the
results obtained that men in the Jakarta area between the ages of 19-21 are more active
in carrying out online meetings. Suggestions for future research can improve data results
better and use other algorithms in the use of calculations and attributes that are tested.
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