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#### Abstract

This paper presents a novel non-smooth non-negative matrix factorization ( $n s N M F$ ) algorithm for dimensionality reduction. Because the objective function of $n$ sNMF is non-convex, we transform it into two symmetric convex problems and solve them iteratively. The optimal solution of each subproblem is obtained by solving a construed estimate sequence with accelerated mirror projected methods. We demonstrate that each subproblem has a fast convergence rate at $O\left(1 / k^{2}\right)$. Examples on the image data demonstrate that our proposed algorithm produces the smaller factorization errors and the parser representations.
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1. Introduction. With the advent of big data, it is urgent to find some effective techniques for dimensionality reduction. Therefore, matrix factorization methods have attracted more interest as basic tools for data processing. The famous methods are principal component analysis [1], singular value decomposition [2] and vector quantization [3]. Their goals are finding several low-dimensional matrices whose product approximates the data matrix. Besides above mentioned methods, non-negative matrix factorization (NMF) can decompose a non-negative data matrix into two low-dimensional non-negative matrices. Suppose that a data matrix $V \in R^{m \times n}$ and $r \ll \min (m, n)$, NMF finds two non-negative matrices $A \in R^{m \times r}$ and $S \in R^{r \times n}$ to approximate $V$. Generally, Euclidean distance is used to measure the approximation error between $V$ and $A \times S$ as follows:

$$
\begin{equation*}
F(A, S)=\frac{1}{2}\|V-A S\|_{F}^{2}, \quad \text { s.t. } A \geq 0, \quad S \geq 0 \tag{1}
\end{equation*}
$$

where $\|\cdot\|_{F}$ denotes the Frobenius norm. The learned subspace $S$ is very useful for clustering and classification [4, 5, 6]. It is obvious that an effective subspace should include the following aspects. Firstly, the potential structure or hidden features of the high-dimensional data should be captured. Secondly, the subspace should be sparse. Therefore, constraints or penalty terms imposed on $A$ or $S$ or both are proposed to solve mentioned problems [7, 8, 9]. Recently, non-smooth non-negative matrix factorization [10] performs satisfactorily in learning useful features. The achievement of nsNMF is to add a positive symmetric smooth matrix $W$ into NMF instead of constraints on $A$ or $S$. The nsNMF model can be described as

$$
\begin{equation*}
V=A W S, \tag{2}
\end{equation*}
$$
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where $W=(1-\theta) I+\frac{\theta}{n} \mathbf{1 1}^{T}, I \in R^{r \times r}$ is an identity matrix, $\mathbf{1} \in R^{r}$ is a vector of all ones, and $0 \leq \theta<1$. As $\theta$ becomes larger, $A$ and $S$ are sparser. Mathematically, nsNMF can be measured by Euclidean distance as follows:

$$
\begin{equation*}
F(A, S)=\frac{1}{2}\|V-A W S\|_{F}^{2}, \quad \text { s.t. } A \geq 0, \quad S \geq 0 \tag{3}
\end{equation*}
$$

In fact, NMF algorithms can be improved to optimize nsNMF [11, 12, 13, 14, 15, 16, 18, 19]. The familiar algorithm is the multiplicative update rule (MULT) [11], which has a simple structure and comes to good results. However, it converges slowly when the data dimension becomes higher. Lin [12] proposed the block coordinate descent (BCD) [17] method to transform NMF into two convex problems and alternately optimized them until convergence. For each problem, the Armijo line search was proposed to determine the step length, and the projected gradient method was utilized to optimize each problem. Unfortunately, the Armijo line search spends much time. Based on the BCD method, Guan et al. [13] proposed the Lipchitz constant as the step length and each problem can be solved by Nesterov's gradient method. Although the proposed algorithm has a fast convergence rate at $O\left(\frac{1}{k^{2}}\right)$ in optimizing each problem, it is inefficient in highdimensional data reduction. Recently, [18] and [19] proposed neural networks to search the global solution of non-negative matrix factorization. However, algorithms based on neural networks are convergent slowly than traditional algorithms. Previous algorithms utilized the BCD scheme by optimizing alternately $A$ and $S$. Actually, another optimization scheme called hierarchical alternating least squares (HALS) was proposed to update each column of $A$ and each row of $S$ sequentially [14]. Gillis and Glineur [15] proposed the BCD scheme in updating the rows of $S$ and the columns of $W$ many times. Recently, utilizing random shuffling updates of the rows of $S$ and the columns of $A$ achieves better performances [16].

In this paper, we propose a novel algorithm (nsAMD) to optimize nsNMF. Firstly, we also transform nsNMF into two subproblems by BCD. For any $S^{1} \geq 0$, nsAMD alternately solves

$$
\begin{equation*}
A^{t+1}=\underset{A^{t} \geq 0}{\arg \min } F\left(A^{t}, S^{t}\right)=\frac{1}{2}\left\|V^{T}-W S^{t^{T}} A^{t}\right\|_{F}^{2} \tag{4}
\end{equation*}
$$

and

$$
\begin{equation*}
S^{t+1}=\underset{S^{t} \geq 0}{\arg \min } F\left(A^{t+1}, S^{t}\right)=\frac{1}{2}\left\|V-A^{t+1} W S^{t}\right\|_{F}^{2} \tag{5}
\end{equation*}
$$

until convergence, where $t$ denotes the iterative number. Secondly, to optimize (5), an estimate sequence $\phi_{k+1}(S)$ is proposed and constructed to satisfy $\min _{S \in \chi}\left\{\phi_{k+1}(S)\right\} \geq$ $F\left(A^{t+1}, S\right)$. Similarly, (4) can be optimized by the same way. Thirdly, we utilize the accelerated mirror descent methods to optimize the estimate sequences.

The remainder of this paper is organized as follows. In Section II, basic mathematical knowledge, definitions and lemmas of Nesterov's optimization methods are introduced. Three optimization sequences are proposed to optimize each problem and we present lemmas and theorems to prove each problem with a fast convergence rate at $O\left(1 / k^{2}\right)$. Based on the analysis of Section II, we propose a novel algorithm named nsAMD to optimize non-smooth non-negative matrix factorization. In Section III, we compare our proposed algorithm with other nsNMF algorithms in terms of the convergence rate and the sparse representation. Finally, Section IV presents the conclusion and future work.
2. Theoretical Analysis. In this section, some definitions and basic mathematical knowledge are applied to solve (3). It is obvious that (4) and (5) have a similar form . Hence, we only consider to solve (5), and (4) can be solved accordingly. Problem (5) is re-written into the following equivalent form:

$$
\begin{equation*}
\min _{S \in \chi} F(S)=\frac{1}{2}\left\|V-A^{t} W S\right\|_{F}^{2} \tag{6}
\end{equation*}
$$

- Gradient descent method. Given a step length $L$, the update rule $S \leftarrow S-\frac{1}{L} \nabla F(S)$ is the most familiar method in optimization. However, this update rule is considered as a special form of

$$
\begin{equation*}
S \leftarrow \underset{Y \in \chi}{\arg \min }\left\{\frac{1}{2} L\|Y-S\|_{F}^{2}+<\nabla F(S), Y-S>\right\} . \tag{7}
\end{equation*}
$$

- Dual averaging method. According to history solutions $S_{0}, S_{1}, \ldots, S_{k-1} \in \chi$, the next solution is

$$
\begin{equation*}
S_{k} \leftarrow \underset{Y \in \chi}{\arg \min }\left\{P(Y)+\sum_{i=1}^{k-1} \alpha_{i}\left(F\left(S_{i}\right)+<\nabla F\left(S_{i}\right), Y-S_{i}>\right)\right\} \tag{8}
\end{equation*}
$$

where $P(Y)=\frac{1}{2}\|Y\|_{F}^{2}$ and $\alpha_{i}>0$ is the weight of the $i$ th point.

- Mirror descent method. Given previous point $S \in \chi$, the next point can be optimized by

$$
\begin{equation*}
S \leftarrow \underset{Y \in \chi}{\arg \min }\{D(S)+\alpha<\nabla F(S), Y-S>\} \tag{9}
\end{equation*}
$$

where $D(S)$ is defined as a prox-function. Generally, it is a continuous differentiable and strong convex with the convexity parameter $\sigma>0$. We assume $D\left(S_{0}\right)=0$. Thus, for any $S \in \chi$, we have

$$
\begin{equation*}
D(S) \geq \frac{1}{2} \sigma\left\|S-S_{0}\right\|_{F}^{2} \tag{10}
\end{equation*}
$$

Definition 2.1. Suppose that $T_{\chi}(S) \in \chi$ is the optimal solution of (7), we obtain

$$
\begin{equation*}
F\left(T_{\chi}(S)\right) \leq F(S)+\underset{Y \in \chi}{\arg \min }\left\{\frac{1}{2} L\|Y-S\|_{F}^{2}+<\nabla F(S), Y-S>\right\} \tag{11}
\end{equation*}
$$

Definition 2.2. Suppose that $\left\{\phi_{k}(S)\right\}_{k=0}^{\infty}$ is an estimate sequence. Thus, for a sequence $\left\{\lambda_{k}\right\}_{k=0}^{\infty}$ we have

$$
\begin{equation*}
\phi_{k}(S) \leq\left(1-\lambda_{k}\right) F(S)+\lambda_{k} \phi_{0}(S) \tag{12}
\end{equation*}
$$

Lemma 2.1. The objective function of $F(S)$ is convex.
Proof: Suppose that $0 \leq \lambda \leq 1$, for any $S_{1}, S_{2} \in \chi$ we have

$$
\begin{aligned}
& F\left(\lambda S_{1}+(1-\lambda) S_{2}\right)-\left(\lambda F\left(S_{1}\right)+(1-\lambda) F\left(S_{2}\right)\right) \\
= & \frac{1}{2} \operatorname{tr}\left(\left(V-A^{t} W\left(\lambda S_{1}+(1-\lambda) S_{2}\right)\right)^{T} \times\left(V-A^{t} W\left(\lambda S_{1}+(1-\lambda) S_{2}\right)\right)\right) \\
& -\frac{\lambda}{2}\left(V-A^{t} W S_{1}\right)^{T}\left(X-A^{t} W S_{1}\right)-\frac{1-\lambda}{2} \operatorname{tr}\left(\left(V-A^{t} W S_{2}\right)^{T}\left(V-A^{t} W S_{2}\right)\right) \\
= & -\frac{\lambda(1-\lambda)}{2} \operatorname{tr}\left(\left(A^{t} W\left(S_{1}-S_{2}\right)\right)^{T}\left(A^{t} W\left(S_{1}-S_{2}\right)\right)\right) \\
= & -\frac{\lambda(1-\lambda)}{2}\left\|A^{t} W\left(S_{1}-S_{2}\right)\right\|_{F}^{2} \leq 0 .
\end{aligned}
$$

Lemma 2.2. The gradient of $F(S)$ is Lipshitz continuous and the Lipshitz constant is $\left\|\left(A^{t} W\right)^{T} A^{t} W\right\|_{F}$.
Proof: According to Lemma 2.1, $F(S)$ is differentiable and convex. Given any $S_{1}, S_{2} \in$ $\chi$, we obtain

$$
\begin{aligned}
& \left\|\nabla F\left(S_{1}\right)-\nabla F\left(S_{2}\right)\right\|_{F} \\
= & \left\|\left(A^{t} W\right)^{T} A^{t} W S_{1}-\left(A^{t} W\right)^{T} A^{t} W S_{2}\right\|_{F} \\
= & \sum_{i=1}^{r} \sum_{j=1}^{n}\left|\sum_{k=1}^{r}\left(\left(A^{t} W\right)^{T} A^{t} W\right)_{i k}\left(S_{1}-S_{2}\right)_{k j}\right| \\
\leq & \sum_{i=1}^{r} \sum_{j=1}^{n}\left(\sum_{k=1}^{r}\left|\left(\left(A^{t} W\right)^{T} A^{t} W\right)_{i k}\right|\left|\left(S_{1}-S_{2}\right)_{k j}\right|\right) \\
= & \sum_{i=1}^{r} \sum_{k=1}^{r}\left|\left(\left(A^{t} W\right)^{T} A^{t} W\right)_{i k}\right| \sum_{j=1}^{n} \sum_{k=1}^{r}\left|\left(S_{1}-S_{2}\right)_{k j}\right| \\
= & \left\|\left(A^{t} W\right)^{T} A^{t} W\right\|_{F}\left\|S_{1}-S_{2}\right\|_{F} .
\end{aligned}
$$

Lemma 2.3. If $F(S)$ is differentiable and Lipshitz continuous with the Lipshitz constant $L=\left\|\left(A^{t} W\right)^{T} A^{t} W\right\|_{F}$. For any $S_{1}, S_{2} \in \chi$, we have

$$
0 \leq F\left(S_{1}\right)-F\left(S_{2}\right)-<\nabla F\left(S_{2}\right), S_{1}-S_{2}>\leq \frac{1}{2} L\left\|S_{1}-S_{2}\right\|_{F}^{2}
$$

Proof: According to Taylor's expansion, $F\left(S_{1}\right)$ can be expanded by

$$
F\left(S_{1}\right)=F\left(S_{2}\right)+<\nabla F\left(S_{2}\right), S_{1}-S_{2}>+\frac{1}{2}<S_{1}-S_{2}, \nabla^{2} F\left(S_{2}\right)\left(S_{1}-S_{2}\right)>
$$

Thus,

$$
\begin{aligned}
& F\left(S_{1}\right)-F\left(S_{2}\right)-<\nabla F\left(S_{2}\right), S_{1}-S_{2}> \\
= & \frac{1}{2}<S_{1}-S_{2}, \nabla_{S}^{2} F\left(S_{2}\right)\left(S_{1}-S_{2}\right)>=\frac{1}{2}\left\|A^{t} W\left(S_{1}-S_{2}\right)\right\|_{F}^{2} .
\end{aligned}
$$

By Lemma 2.2, we can obtain $0 \leq\left\|A^{t} W\left(S_{1}-S_{2}\right)\right\|_{F}^{2} \leq \frac{1}{2}\left\|\left(A^{t} W\right)^{T} A^{t} W\right\|_{F}\left\|S_{1}-S_{2}\right\|_{F}^{2} . \square$
Lemma 2.4. Given a sequence $\left\{S_{k}\right\}_{k=0}^{\infty}$, if the following inequality

$$
\begin{equation*}
F\left(S_{k}\right) \leq \phi_{k}^{*}=\min _{S \in \chi} \phi_{k}(S) \tag{13}
\end{equation*}
$$

holds, then $F\left(S_{k}\right)-F\left(S^{*}\right) \leq \lambda_{k}\left(\phi_{0}\left(S^{*}\right)-F\left(S^{*}\right)\right)$.

## Proof:

$$
F\left(S_{k}\right) \leq \phi_{k}^{*}=\min _{S \in \chi} \phi_{k}(S) \leq \min _{S \in \chi}\left\{\left(1-\lambda_{k}\right) F(S)+\lambda_{k} \phi_{0}(S)\right\} \leq\left(1-\lambda_{k}\right) F\left(S^{*}\right)+\lambda_{k} \phi_{0}\left(S^{*}\right)
$$

According to (13), the convergence rate of (5) can be easily computed. Next, we present lemmas and theorems to construct $\phi_{k}$ and $\lambda_{k}$.

Lemma 2.5. We assume $\alpha_{k} \in(0,1), \alpha_{k}=\frac{\tau_{k+1}}{C_{k+1}}$ and $C_{k}=\sum_{i=0}^{k} \tau_{i}$. The following sequence

$$
\begin{align*}
\phi_{k+1}(S) & =\left(1-\alpha_{k}\right) \phi_{k}(S)+\alpha_{k}\left[F\left(S_{k+1}\right)+<\nabla F\left(S_{k+1}\right), S-S_{k+1}>\right] \\
& =\frac{C_{0}}{C_{k+1}} \phi_{0}(S)+\frac{1}{C_{k+1}} \sum_{i=1}^{k} \tau_{i}\left(F\left(S_{i}\right)+<\nabla F\left(S_{i}\right), S-S_{i}>\right) \tag{14}
\end{align*}
$$

is an estimate sequence.

Proof: Let $\lambda_{k}=\frac{1}{C_{k}}$. According to assumptions, we can easily obtain $\lambda_{k+1}=\lambda_{k}\left(1-\alpha_{k}\right)$. By Lemma 2.4, we have

$$
\begin{aligned}
\phi_{k+1}(S) & \leq\left(1-\alpha_{k}\right) \phi_{k}(S)+\alpha_{k} F(S) \\
& =\left(1-\left(1-\alpha_{k}\right) \lambda_{k}\right) F(S)+\left(1-\alpha_{k}\right)\left(\phi_{k}(S)-\left(1-\lambda_{k}\right) F(S)\right) \\
& \leq\left(1-\left(1-\alpha_{k}\right) \lambda_{k}\right) F(S)+\left(1-\alpha_{k}\right)\left(\phi_{0}(S)\right) \\
& =\left(1-\lambda_{k+1}\right) F(S)+\lambda_{k+1} \phi_{0}(S) .
\end{aligned}
$$

Lemma 2.6. Suppose that

$$
\begin{align*}
& \alpha_{0} \in(0,1], \lambda_{k+1}=\lambda_{k}\left(1-\alpha_{k}\right), \lambda_{k+1}=\frac{1}{C_{k+1}}, \frac{C_{k}}{C_{k+1}} \geq \alpha_{k}^{2}, C_{k}=\sum_{i=0}^{k} \tau_{i}, \\
& \alpha_{k}=\frac{\tau_{k+1}}{C_{k+1}}  \tag{15}\\
& \phi_{0}(S)=\frac{1}{C_{0}}\left\{\frac{L}{\sigma} D(S)+\tau_{0}\left[F\left(S_{0}\right)+<\nabla F\left(S_{0}\right), S-S_{0}>\right]\right\}  \tag{16}\\
& Z_{k}=\min _{S \in \chi} \phi_{k}(S)  \tag{17}\\
& S_{k+1}=\alpha_{k} Z_{k}+\left(1-\alpha_{k}\right) Y_{k}  \tag{18}\\
& Y_{k+1}=T_{\chi}\left(S_{k}\right) . \tag{19}
\end{align*}
$$

Then, $\min _{S \in \chi}\left\{\phi_{k+1}(S)\right\} \geq F\left(Y_{k+1}\right)$ holds.
Proof: By (16), $\phi_{k+1}(S)$ is equivalent to the following form:

$$
\begin{equation*}
\phi_{k+1}(S)=\frac{1}{C_{k+1}}\left(\frac{L}{\sigma} D(S)+\sum_{i=0}^{k+1} \tau_{i}\left(F\left(S_{i}\right)+<\nabla F\left(S_{i}\right), S-S_{i}>\right)\right) \tag{20}
\end{equation*}
$$

Let $\tau_{0} \in(0,1]$ and $Y_{0}=T_{\chi}\left(S_{0}\right)$. For $k=0$, one obtains

$$
\begin{aligned}
\min _{S \in \chi}\left\{\phi_{0}(S)\right\} & =\min _{S \in \chi} \frac{1}{C_{0}}\left\{\frac{L}{\sigma} D(S)+\tau_{0}\left[F\left(S_{0}\right)+<\nabla F\left(S_{0}\right), S-S_{0}>\right]\right\} \\
& \geq \min _{S \in \chi}\left\{\frac{L}{2 \tau_{0}}\left\|S-S_{0}\right\|_{F}^{2}+\left[F\left(S_{0}\right)+<\nabla F\left(S_{0}\right), S-S_{0}>\right]\right\} \\
& \geq F\left(Y_{0}\right)
\end{aligned}
$$

We suppose $\nabla \phi_{k}\left(Z_{k}\right)=0$ and $L=\left\|\left(A^{t} W\right)^{T} A^{t} W\right\|_{F}$, and $\phi_{k}(S)$ can be transformed by Taylor's expansion as

$$
\begin{align*}
\phi_{k}(S) & =\phi_{k}\left(Z_{k}\right)+<\nabla \phi_{k}\left(Z_{k}\right), S-Z_{k}>+\frac{1}{2}<S-Z_{k}, \nabla^{2} \phi_{k}\left(Z_{k}\right)\left(S-Z_{k}\right)> \\
& \geq \phi_{k}\left(Z_{k}\right)+\frac{1}{2 C_{k}} L\left\|S-Z_{k}\right\|_{F}^{2} \tag{21}
\end{align*}
$$

Suppose that $\min _{H \in \chi}\left\{\phi_{k}(S)\right\} \geq F\left(Y_{k}\right)$ holds. According to (15), (18) and (21), we can get

$$
\begin{aligned}
& \min _{S \in \chi} \phi_{k+1}(S) \\
= & \min _{S \in \chi}\left\{\frac{C_{k}}{C_{k+1}} \phi_{k}(S)+\frac{\tau_{k+1}}{C_{k+1}}\left[F\left(S_{k+1}\right)+<\nabla F\left(S_{k+1}\right), S-S_{k+1}>\right]\right\} \\
\geq & \min _{S \in \chi}\left\{\frac{C_{k}}{C_{k+1}}\left[\phi_{k}\left(Z_{k}\right)+\frac{1}{2 C_{k}} L\left\|S-Z_{k}\right\|_{F}^{2}\right]+\frac{\tau_{k+1}}{C_{k+1}}\left[F\left(S_{k+1}\right)\right.\right.
\end{aligned}
$$

$$
\begin{align*}
& \left.\left.+<\nabla F\left(S_{k+1}\right), S-S_{k+1}>\right]\right\} \\
\geq & \min _{S \in \chi}\left\{\frac{C_{k}}{C_{k+1}} Y_{k}+\frac{\tau_{k+1}}{C_{k+1}}\left[F\left(S_{k+1}\right)+<\nabla F\left(S_{k+1}\right), S-S_{k+1}>\right]+\frac{1}{2 C_{k+1}} L\left\|S-Z_{k}\right\|_{F}^{2}\right\} \\
= & \min _{S \in \chi}\left\{F\left(S_{k+1}\right)+\alpha_{k}<\nabla F\left(S_{k+1}\right), S-Z_{k}>+\frac{1}{2 C_{k+1}} L\left\|S-Z_{k}\right\|_{F}^{2}\right\} \\
\geq & F\left(S_{k+1}\right)+\min _{S \in \chi}\left\{\alpha_{k}<\nabla F\left(S_{k+1}\right), S-Z_{k}>+\frac{1}{2} \alpha_{k}^{2} L\left\|S-Z_{k}\right\|_{F}^{2}\right\} . \tag{22}
\end{align*}
$$

Let $Y=\alpha_{k} S+\left(1-\alpha_{k}\right) Y_{k}$. By (18), we can easily obtain $Y-S_{k+1}=\alpha_{k}\left(S-Z_{k}\right)$. Thus, (22) can be simplified as

$$
\begin{aligned}
\min _{S \in \chi} \phi_{k+1}(S) & \geq F\left(S_{k+1}\right)+\min _{S \in \chi}\left\{<\nabla F\left(S_{k+1}, Y-S_{k+1}\right)>+\frac{1}{2} L\left\|Y-S_{k+1}\right\|_{F}^{2}\right\} \\
& \geq F\left(S_{k+1}\right)+F\left(Y_{k+1}\right)-F\left(S_{k+1}\right) \geq F\left(Y_{k+1}\right)
\end{aligned}
$$

Note that $\tau_{k}, \alpha_{k}$ and $C_{k}$ are unknown, but they can be constructed by (15). Let $\alpha_{k}=\frac{2}{k+3}, \tau_{k}=\frac{k+1}{2}$ and $C_{k}=\frac{(k+1)(k+2)}{4}$. With above analysis, an optimal scheme is presented to optimize $S$. For $k \geq 0$ and $S_{0} \geq 0$, we have

$$
\begin{align*}
& Y_{k}=\underset{Y \geq 0}{\arg \min }\left\{F\left(S_{k}\right)+<\nabla F\left(S_{k}\right), Y-S_{k}>+\frac{1}{2} L\left\|Y-S_{k}\right\|_{F}^{2}\right\}  \tag{23}\\
& Z_{k}=\underset{Z \geq 0}{\arg \min } \frac{1}{C_{k+1}}\left(\frac{L}{\sigma} D\left(Z, Z_{0}\right)+\sum_{i=0}^{k+1} \tau_{i}\left(F\left(S_{i}\right)+<\nabla F\left(S_{i}\right), Z-S_{i}>\right)\right)  \tag{24}\\
& S_{k+1}=\alpha_{k} Z_{k}+\left(1-\alpha_{k}\right) Y_{k} . \tag{25}
\end{align*}
$$

In the following, we will demonstrate that this scheme has a fast convergence rate at $O\left(1 / k^{2}\right)$.

Theorem 2.1. Suppose that $\left\{Y_{k}\right\}_{k=0}^{\infty}$ and $\left\{S_{k}\right\}_{k=0}^{\infty}$ are generated by (23), (24) and (25), one obtains

$$
F\left(S_{k}\right)-F\left(S^{*}\right) \leq \frac{2 L D\left(S^{*}\right)}{(k+1)(k+2)}
$$

where $S^{*}$ is an optimal solution for (5).
Proof: By Lemma 2.4 and $\lambda_{k}=\frac{1}{C_{k}}$, we can get

$$
\begin{align*}
& F\left(S_{k}\right)-\left(1-\frac{1}{C_{k}}\right) F\left(S^{*}\right) \leq \frac{1}{C_{k}} \phi_{0}\left(S^{*}\right) \\
= & \frac{1}{C_{k}} \frac{1}{C_{0}}\left\{\frac{L}{\sigma} D\left(S^{*}\right)+\tau_{0}\left[F\left(S_{0}\right)+<\nabla F\left(S_{0}\right), S^{*}-S_{0}>\right]\right\} \\
\leq & \frac{1}{C_{k}} \frac{1}{C_{0}} \frac{L}{\sigma} D\left(S^{*}\right)+\frac{1}{C_{k}} \frac{1}{C_{0}} \tau_{0} F\left(S^{*}\right) . \tag{26}
\end{align*}
$$

According to definitions of $C_{k}$ and $\tau_{k},(26)$ is simplified to $F\left(S_{k}\right)-F\left(S^{*}\right) \leq \frac{2 L D\left(S^{*}\right)}{(k+1)(k+2)}$.
Based on above analysis, we solve problem (3) by Algorithm 1, where $\epsilon_{S}, \epsilon_{A}$ and $\epsilon$ are small tolerances.

```
Algorithm 1 nsAMD
Require: \(V, A^{t}, S^{t}, \epsilon\)
Ensure: \(A, S\)
    Initialization: \(A^{1} \geq 0, S^{1} \geq 0, \epsilon_{A}, \epsilon_{S}, t \leftarrow 1, W\)
    repeat
            1. \(A^{t+1} \leftarrow A M D\left(V^{T}, S^{t^{T}}, A^{t^{T}}, W^{T}, \epsilon_{A}\right)\)
            2. \(S^{t+1} \leftarrow A M D\left(V, A^{t+1}, S^{t}, W, \epsilon_{S}\right)\)
            3. \(t \leftarrow t+1\)
    until \(\left|\frac{F\left(A^{t+1}, S^{t+1}\right)-F\left(A^{t}, S^{t}\right)}{F\left(A^{t}, S^{t}\right)}\right| \leq \epsilon\)
    \(A \leftarrow A^{t+1}, S \leftarrow S^{t+1}\)
    function \(\operatorname{Amd}\left(V, A^{t}, S^{t}, W, \epsilon_{S}\right)\)
    Initialization: \(Z_{-1} \leftarrow S_{0} \leftarrow S^{t}, k \leftarrow 0, L \leftarrow\left\|\left(A^{t} W\right)^{T}\left(A^{t} W\right)\right\|_{F}, k \leftarrow 0\)
        repeat
            1. \(\nabla F\left(S_{k}\right) \leftarrow\left(A^{t} W\right)^{T}\left(A^{t} W\right) S_{k}-\left(A^{t} W\right)^{T} V\)
            2. \(Y_{k} \leftarrow P\left(S_{k}-\frac{1}{L} \nabla F\left(S_{k}\right)\right)\)
            3. \(Z_{k} \leftarrow P\left(Z_{k-1}-\frac{\tau_{k}}{L} \nabla F\left(S_{k}\right)\right)\)
            4. \(S_{k+1} \leftarrow \alpha_{k} Z_{k}+\left(1-\alpha_{k}\right) Y_{k}\)
            5. \(k \leftarrow k+1\)
            until \(\left|\frac{F\left(S_{k+1}\right)-F\left(S_{k}\right)}{F\left(S_{k}\right)}\right| \leq \epsilon_{S}\)
            return \(S^{t+1} \leftarrow S_{k+1}\)
    end function
```

3. Simulations. Four algorithms are compared in this section and we refer to them as nsAMD, nsMULT [11], nsPG [12] and nsNeNMF [13]. We compare them by the ORL dataset. Two indices are proposed to estimate their performances including the factorization error $e$ and the sparsity degree $d$. $e$ is defined by

$$
\begin{equation*}
e=\frac{1}{2}\|V-A W S\|_{F}^{2} \tag{27}
\end{equation*}
$$

For any $V \in R^{m \times n}$, the sparsity degree of $V$ can be described by

$$
\begin{equation*}
d_{V}=\frac{\sqrt{m n}-\sum_{i=1}^{m} \sum_{j=1}^{n} V_{i j} / \sqrt{\sum_{i=1}^{m} \sum_{j=1}^{n} V_{i j}^{2}}}{\sqrt{m n}-1} \tag{28}
\end{equation*}
$$

The ORL dataset can be downloaded from http://www.cl.cam.ac.uk/research/dtg/attar chive. To have fair comparisons, we do 10 experiments and report average results. Let $m=10304, n=400, r=100, \epsilon_{A}=\epsilon_{S}=10^{-4}, \theta=0.9$ and a maximal number of the sub-iteration be 30 .

Firstly, We present the factorization errors and the sparsity degrees obtained by all algorithms. Table 1 shows the average results in a short duration. Clearly, nsAMD achieves the best performances than other algorithms. However, this cannot reveal that our proposed algorithm is superior to other algorithms in learning bases.

Secondly, we mainly test whether each algorithm can learn bases in a short period. Figure 1(a)-1(d) show the learned bases by different algorithms. According to Table 1 and Figure 1, we observe that: 1) the larger factorization error leads to the worse performance in learning bases; 2) the smaller factorization error obtained by nsAMD means that the learned bases by nsAMD are sparser.

Table 1. Average results of $e\left(* 10^{9}\right), S_{A S}, S_{A}$ and $S_{S}$ on ORL

|  | nsAMD | nsMULT | nsPG | nsNeNMF |
| :---: | :---: | :---: | :---: | :---: |
| $e$ | $\mathbf{0 . 1 5 1 9}$ | 0.2777 | 0.2034 | 0.2225 |
| $d_{A S}$ | $\mathbf{0 . 6 7 0 4}$ | 0.1884 | 0.4854 | 0.4517 |
| $d_{A}$ | $\mathbf{0 . 6 6 6 6}$ | 0.1791 | 0.4795 | 0.4456 |
| $d_{S}$ | $\mathbf{0 . 6 7 1 7}$ | 0.1514 | 0.4957 | 0.3725 |


(a) nsAMD

(b) nsMULT

(c) nsNeNMF

(d) nsPG

Figure 1. Basis images on ORL under the time limit of 10 seconds
4. Conclusion and Future Work. This paper proposed a new efficient non-smooth non-negative matrix factorization algorithm called nsAMD. To optimize nsNMF, an iterative algorithm based on Nesterov's accelerated mirror descent methods is proposed and we demonstrate its convergence rate at $O\left(1 / k^{2}\right)$. Experiments demonstrate that nsAMD is more effective to obtain the smaller factorization errors and the sparser bases.

Several topics should be discussed in the future work:

- The HALS optimization scheme and Nesterov's accelerated mirror descent methods should be considered to optimize nsNMF;
- A variable step length should be considered instead of the Lipshitz constant.
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