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Abstract. Millions of structured, semi structured and unstructured documents have
been produced around the globe on a daily basis. Sources of such documents are individu-
als as well as several research societies like IEEE, Elsevier, Springer and Wiley that we
use to publish the scientific documents enormously. These documents are a huge resource
of scientific knowledge for research communities and interested users around the world.
However, due to their massive volume and varying document formats, search engines
are facing problems in indexing such documents, thus making retrieval of information
inefficient, tedious and time consuming. Information extraction from such documents is
among the hottest areas of research in data/text mining. As the number of such docu-
ments is increasing tremendously, more sophisticated information extraction techniques
are necessary. This research focuses on reviewing and summarizing existing state-of-the-
art techniques in information extraction to highlight their limitations. Consequently, the
research gap is formulated for the researchers in information extraction domain.
Keywords: Information extraction, Semi structured, Unstructured documents, Digital
libraries, Retrieval

1. Introduction. Millions of structured, semi structured and unstructured documents
have been produced around the globe on a daily basis [1]. Thousands of research societies
like IEEE, ACM, and Springer exist and publish scientific documents tremendously [2].
For example, until 2017 IEEE contains 4.5 million [3] documents in their database, while
Elsevier publishes more than 430,000 articles annually in 2,500 journals and its archives
contain over 13 million [4] documents and Wiley Online Library has more than 4 mil-
lion articles [5]. They all contain some piece of information that is needed by research
community and interested parties. However, due to the massive volume and verifying
document formats, search engines are facing problems in indexing such documents, thus
making retrieval of information inefficient and time consuming [6-8]. There is a strong
need of research to overcome this problem, as the documents volume is piling up rapidly
and with the incoming of many new sources of the publications [9-11].
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Various techniques have been investigated in this regard. Among these techniques ontol-
ogy based information extraction techniques are becoming popular. The desired structure
is defined in terms of ontology [12]. Ontology is collection of related concepts about an
object. In terms of information extraction, desired structure can easily be defined in
terms of ontology [12]. Fuzzy systems, on the other hand, have gained a lot of attention
of the researchers in various fields like science and engineering. These systems are popular
due to their suitability in the situations that involve approximations and less accuracy
[13,14]. Such systems may play a vital role in the information extraction. Moreover,
information extraction involves natural language processing (NLP) and its module word
sense disambiguation (WSD) to mitigate the inherent ambiguity of natural languages [14].
Many researchers have been investigating various techniques in information extraction in
various fields. In this regard machine learning and data mining, CRF (conditional ran-
dom field) and hybrid techniques are related to extraction of structural information from
unstructured/semi structured published scientific articles [1,2,15].
This paper focuses upon chronologically reviewing the work done in information ex-

traction from semi and unstructured scientific documents for sake of creation of a digital
library for and archiving system to help the search engines and researchers.
The rest of the paper is organized as follows. Section 2 contains the literature review

on information extraction and the approaches/techniques that have been employed in this
regard. Section 3 narrates the potential applications of information extraction. Section
4 highlights the common issues in information extraction while Section 5 concludes the
paper.

2. Existing Techniques in Information Extraction. Information extraction (IE) is
the process of automatically extracting structured information from unstructured and/or
semi structured machine-readable documents. In most of the cases this activity involves
processing human language texts by means of text mining, pattern matching and natural
language processing (NLP) or similar techniques [15].
From the brief literature survey [12,16,17] it is apparent that the majority work done

in the field of information extraction is based on a specific format, specific set rules
and specific types of documents mostly available in unstructured and semi structured
format [16]. Most of the documents for information extraction are web-based documents.
However, according to [17] most of the published work is comprised of PDF and text
documents. Although various techniques exist [9,17,18] that address this issue, they are
developed to address a narrow domain and with very specific rules that are only applicable
to limited formats specific to that community. Nonetheless, when these techniques are
investigated over slightly modified formats, their performance is compromised [11].
According to the scientific and research communities a variety of published work is

available in unstructured and semi structured form, mainly in text files like PDF and
word documents [11]. Nevertheless, the concerning systematic part of the extraction for
the most wanted knowledge (usually complete structure of the article or a custom set
of desired attributes) from such documents is not a simple and easy task. This is due
to diverse formatting standards followed by different research communities. For that
reason, the compulsory step is the knowledge about documents pattern. It also required
constructing the algorithms which help to minimize the variance among the undergoing
text documents with their system identifiable depiction. This work is summarized in
Table 1 with clarification about the technique used and the primary objectives achieved.
In this field of research, various methods have been developed to extract information

either from XML documents [21-25] or from plain-text document [26-29]. None of these
approaches utilize the patterns in both XML and text formats to identify the desired
information of the published research articles. In support of a robust solution, using only
one of these formats is not enough.
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In [30], authors proposed an RBS based method for information extraction from scien-
tific documents in the form of XML or simple text. The empirical tests were performed
on XML files with the help of PDFx online tool. Authors built an ontology and utilized
a rule-based approach after crafting the rules by observing the given dataset documents.
The technique possessed an accuracy of 77.5%. However, the major limitation of the
technique was that it worked for only one specific conference format, specific corpus and
with slight modification in the format the algorithm might not be effective.

2.1. Information extraction (IE) approaches. In various empirical applications, like
IE in medical field, the main task is related to a known series of examples. IE categorizes
the sub fields of a specified example which describes the significant knowledge. There are
some advantages of IE such as incorporation about the product knowledge obtained from
several sources, multiple question answers sessions, research about contact knowledge,
search out the main focusing parameters in medical field and delete the raucous data
from the original data for achieving good results.

Specifically, there are three advanced approaches which are rule-based knowledge,
classification-based structure and labeling with chronological pattern. These are super-
vised learning methods in which two levels operate for any performing tasks (Figure 1).
First level is extraction in which sub categories of any provided example dig out through
structure of learning models according to the numerous designs. Now the mined data is
known as interpreted form of data. In interpreted data, explicit knowledge about the per-
forming task is pre-defined meta-data. The second level of IE is training. Different types
of models are designed for exposure of sub categories in training phase. In every designed
model, stimuli can be considered as a series of examples. A document may be examined
like a series of words or text lines in any application. The taxonomy of information ex-
traction is shown in Figure 1. Among these techniques, ontology-based methods are more
appropriate for sake of information extraction from scientific semi-structure documents.
This is mainly because ontological frameworks represent the exact document format. That
is why this approach is considered in this research.

Figure 1. Taxonomy of information extraction

Following section highlights the advanced techniques.

2.2. Rule based information extraction methods. In these methods some rules are
crafted and based on those rules’ information is extracted from the given sources. There-
fore, these approaches are divided into three classes:

1) Vocabulary support approach
2) Rule support approach
3) Wrapper orientation

2.2.1. Vocabulary support approach. Classical knowledge taking out systems built a pat-
tern of vocabulary. Researchers used this stencil vocabulary for extraction process of
required knowledge from novel data. These types of systems including AutoSlog [31],
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AutoSlog-TS [32], and CRYSTAL [33] are known as dictionary support or sometimes
pattern recognition systems. In such systems, a major question arises that how these vo-
cabularies map the pertinent prototypes about knowledge, which is the most critical part
of desired task. The initial structure was AutoSlog which recognized the vocabulary about
text from different training models. It designs a vocabulary that was about taking out
the advance trends of text as concept nodes. This vocabulary is known as concept nodes
in which every node keeps some type of concept about any word. The concept is having
an anchor for each node which turns on with two major parts like a linguistic prototype
and a set of facilitating circumstances. These two parts provide the applicability of the
given system. An anchor is a word that behaves as a trigger. Facilitating circumstances
correspond to some set of restrictions which are applicable on linguistic advance trends
with their parts. In [34], authors proposed a new approach for designing a vocabulary
along some texts, called seed words. These seed words are useful for classification of
upcoming words which goes to the accurate class with identical pattern. The vocabulary
trends may be examined increasingly.

2.2.2. Rule support approach. In this category, rules are concerning area rather than vo-
cabulary. Such kinds of approaches are normally used for semi-supervised data such as
web-pages. There are two algorithms which are designed for explicit semi-supervised da-
ta. Firstly, bottom-up considers the extraordinary issues and converts these issues into
common one. Secondly, top-down focus considers common issues and learns rules about
this category. Several researchers provide better results regarding this area of research
including [35-38]. The main issue with the rule support approach is that it is highly
specific to the document type.

2.2.3. Wrapper orientation. This is another subcategory of rules in which supervised and
semi-supervised data consider for work at the same time. A wrapper is a data mining
process while it keeps a set of rules associated with extraction and needs a piece of
program for deployment of these rules. It is an automatic method in which a training
dataset is used in orientation of wrapper algorithm as detection of target knowledge. Few
authors present their ideas about this approach along distinctive wrapper model designs
like WEIN [39], Stalker [40] and BWI [41].

2.3. Categorization supports extraction approaches. Under this class, IE novel ap-
proaches are discussed through supervised learning. The primary thought is about IE issue
just like perfect categorization. Inside this segment, author explains the approaches for
IE categorization with covering all aspects. Here is an example of two class classification
issue. Let us first consider a two-class classification problem. Let {(a1, b1) . . . (an, bn)} be
a training dataset in which ap represents a feature vector and bp ∈ {−1,+1}, 1 ≤ p ≤ n
belongs to a classification tag. As a rule of classification design, there are two levels,
that is, knowledge and forecasting. According to knowledge, a design can be searched
for labeled dataset which is split with training data. On the other hand, forecast level is
used for well-read design and that design classifies the unlabeled dataset sometimes this
prediction provides numerical results and sometimes results are in the form of rules series.
The mainly famous approach for categorization is support vector machine (SVM) while

this method is used for designing phase in [42]. Supposedly, linear classifier attains results
according to the described model in [42] must keep some generality anomalies. With the
passage of time, linear SVM enhanced its working for non-linear conditions regarding
problems so this type of linear SVM is known as non-linear SVM. Non-linear SVM is
having different types of functions according to these references [43-45]. This is all about
two class problems. If problem exceeds from two classes, then researchers exploit other
approaches such as “one class versus all others”. Later, many variants of SVM were
introduced to enhance the process like,
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• Boundary recognition by categorization structure
• Improvement in IE via a two-class margin
• Improvement in IE as a result of unbalance categorization design

2.4. Chronological labeling approaches for extraction. For any extraction activ-
ity, some set of rules is a primary need for IE for example according to the meta-data
extraction processes on research articles [46] and some labels are also considered as a
primary task. Here a document is judged like a surveillance set of series x. The unit
of this surveillance set is a small part of a document that can be a word, a text line or
any other part of the document. So, the activity is searching a label series of y. There-
fore, conditional probability p(y|x) gives the maximum results through designed approach
mentioned above. Meta-data extraction task along conditional random fields (CRFs) can
be used like features with all aspects. Consequently, dependent and random features are
capable of partiality design. Sometimes these features directly work with several features.
On the other hand, sometimes these features execute fewer operations in designing lev-
el. Orientation of a feature may be performing simultaneously with training session [47].
Further work in this regard can be categorized as:

• Non-linear CRFs
• CRFs used for relational knowledge
• 2-D CRFs used for web extraction of specific knowledge
• Active CRFs & Tree-structure CRFs

2.5. Some futuristic approaches. Machine learning and artificial intelligence have
been the setting new standards in every field of study. IE is also among such domains.
The major techniques are given as follows:

• Deep leaning/neural network
• Fuzzy system
• Ontologies

2.5.1. Deep leaning/neural network. Artificial neural networks (ANN) along with their
deep learning (DL) counterparts has been tremendously used in many fields of study like
data mining, prediction, classification and optimization. The traditional ANN algorithms
require more samples and slow learning times and can overfit the learning model [70].
The idea of DL specified by [71] learns fast and it is efficient in the cost of computational
complexity.

2.5.2. Fuzzy systems. Fuzzy systems have been proposed, investigated and proven their
versatility for various areas of research over past many decades. Their applications are
limitless and are varying from control system [13], engineering [14] to data mining [55]
and much more. Fuzzy systems are promising in terms of efficiency where the information
is fully available and where a factor of uncertainty is involved.

2.5.3. Ontologies. Ontologies are generic formal specification of the terms (words/concep-
ts/objects) in a specific domain and their relations. In recent years the development
of ontologies has been moving from the realm of artificial-intelligence laboratories to
the desktops of domain experts [56]. Ontologies have become common on the web also
referred to as semantic web [57]. The ontologies on the web range from large taxonomies
categorizing web sites (such as on Google) to categorizations of products for sale and their
features (such as on Amazon). Some of the reasons for creating ontology are:

• Sharing common understanding of the structure of information among the stake-
holder

• Enabling reuse of domain knowledge
• Making domain specific rules, generic and analysis
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There are several techniques in IE with their own pros and cons as well as their own
target area and domain in terms of the scientific document or reports, etc. The most
common approaches developed over the time in the literature are enlisted in Table 1.

Table 1. The work related to information extraction

Paper Title Techniques Author Name Main Idea Primary Objectives

A Hybrid Approach
for Scholarly Informa-
tion Extraction

Hybrid Technique
of Clustering and
Classification

Bodó and Csató
(2017) [9]

To extract the meta-
data of the research
paper using dictionary
& font-based informa-
tion

Extract the title and
author name of the re-
search paper

Using Text Mining Te-
chniques for Extract-
ing Information from
Research Articles

Clustering, Word
Cloud, ASRM, Vi-
sualization, Simil-
arity Measure, Te-
rm Frequency

Salloum et al.
(2018) [1]

Extract the interest-
ing topics from 300
journals of 6 different
major database

Focus on extracting in-
teresting topics from
research papers based
on the distance base
mobile learning in HE

Framework for Au-
tomatic Information
Extraction from Re-
search Papers on
Nanocrystal Devices

NaDevEx AIE
System

Dieb et al.
(2015) [20]

Making rules using
CRF techniques and
finding patterns to ex-
tract information

Extracting meaningful
information from re-
search papers based on
nanocrystal devices

Logical Structure Rec-
overy in Scholarly Ar-
ticles with Rich Docu-
ment Features

CRF Technique Luong et al.
(2012) [6]

Extracting the infor-
mation by identify-
ing the font size of
research paper using
OCR

Extract the logical str-
ucture of paper like au-
thor name, affiliation,
and section

Parsing Citations in
Biomedical Articles
Using Conditional
Random Fields

Conditional Ran-
dom Field

Zhang et al.
(2011) [18]

Extract the citation
of the research paper
using conditional ran-
dom field

Extraction of citation
include author name,
title, source of publi-
cation, volume, pages,
year

Extracting and Matc-
hing Authors and Af-
filiations in Scholarly
Documents

Enlil (name of tec-
hnique) Informat-
ion Extraction Sy-
stem using CRF
and use of SVM

Do et al. (2013)
[7]

First extract author
name & affiliation us-
ing CRF and connect
them using SVM

Focus on extracting au-
thors name and their
affiliation

Semi-automatic Meta-
data Extraction from
Scientific Journal Ar-
ticle for Full-text XM-
L Conversion

Rule Base Method
& CRF

Kim et al.
(2014) [8]

Making rules using
CRF techniques and
finding patterns to ex-
tract information

Extracting the meta-
data on first and last
pages of paper like ti-
tle, author details, ab-
stract and references

3. Applications of Information Extraction. There is a huge number of applications
of information extraction. Here few of them are enlisted that are most frequently and
widely used.

3.1. Information extraction in digital libraries (DL). Meta-data is a form of or-
dered data which is used for searching process of different types of documents, images,
patterns and trends for users in DL. According to the meta-data, search-engines provide
the facility of information recovery with high accuracy. For the generation of meta-data,
many researchers, scientists and librarians spend their precious time on this creation by
hand while this manual meta-data conversion process into automatic form is another hard
task which depends on IE [48,59-69].

3.2. Extraction process on individual report. Every community keeps the organiza-
tion system of individual information and considers this subject as a key note. Individual
information reviews the important parts of the information related to profile, contact,
social circle and personal webpage [49].
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3.3. Table extraction through CRFs. Tokens are arranged in the combination of rows
and columns which is known as table. In this manner, table consists of tokens which are in
the form of text. Researchers represent their work in [50] in the shape of table extraction
design in which verification step executes through CRFs for content and its design. In
the description of the reference, proposed structure places the tables in the form of simple
text with statistical summaries and their labels along with their tokens [30].

3.4. Shallow parsing with CRFs. In the simple text, shallow parsing classifies several
phrases in non-recursive form. It is promising to fulfill the requirement of parsing or
may be IE in [51]. The basic idea of NP chunking is, along some standard datasets with
their assessment metrics described in [52]. The enhanced version of above mentioned
work was a type of shared activity for CoNLL-2000 [53]. The work in [54] makes use of
CRFs into shallow parsing and obtains a detailed pragmatic literature on various forms
of chronological labeling methods.

4. Common Issues in Information Extraction. From the literature review, it is
apparent that the rule-based information extraction methods are better from the others;
however, they still lack in terms of incorporation of diversity of the document formats.
From the literature review, we have figured out some common issues with information
extraction and where still researchers are encouraged to work.

1) No generalized mechanism for all the domains
It is observed that each approach is a customized approach and highly domain specific,
rather than generic. For sake of information extraction, one must define a separate
approach every time the document type is changed. This is one of the major limitations
observed. Even a scheme performing excellent in one way, may not be good at all for
a slightly modified version of the document being provided.

2) Every time need to build a domain specific model/framework for IE.
Building a model is very important in the process of information extraction because it
is generally comprised of several segments like parsing, tokenizing, and pre-processing
that may vary from domain to domain, document to document, format to format (in
which the document is presented like XML, and text). No generic model exists that
addresses more than one domain. So, the models or frameworks are highly domain
specific.

3) There are no unified IE goals. They may vary over the time and usually
custom based.
As far as the goals of IE concerned, they may vary from domain to domain, docu-
ment to document. Sometimes, we are just looking for the structural information,
sometimes a specific piece of information from the whole document like just keywords,
sometimes just references, etc. For example, in emails, we might be looking for different
information, in reports there could be a different outcome.

4) No technique is win-win.
As far as evaluation of the techniques is concerned, they are highly subjective. One
cannot say one technique is universally good or bad. The criteria for evaluation of the
techniques may vary and same is the case of figure of merits.

5) Type of document (text, PDF, email, HTML) is a critical factor.
Techniques of information extraction are highly depending upon the type of document
whether it is text, PDF or HTML. Even more critical, if the PDF version is old and/or
the document is a scanned version with a lot of noise induced by the scanner, etc. In
this case addition measures must be taken like optical character recognition (OCR) that
comes with its own limitation to certain fonts and often ends up with compromised
accuracy due to noise and other factors induced by the scanner, camera or related
device.
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6) Overwhelming type and nature of documents and their corpora made the
job even difficult.
In the era of information, hundreds and thousands of new documents, with different
formats have been producing on the daily basis, information extraction is becoming
more and more complex. Scientific communities have been producing structured, semi
structured and unstructured documents with a tremendous speed. This is making the
job very difficult for the search engines to index such rapidly growing documents and
for the researchers to explore the precise documents over the web.

7) Ambiguities in NLP
It is obvious that the documents being considered for whatever type of information
extraction consist of text written in natural languages. Natural languages are inher-
ently ambiguous. Even with quite sophisticated techniques available for processing, it
is still an open area of research, especially, when it comes to the non-native writers.

8) Multi-Lingual documents
English is not the only language being used nowadays for producing the documents of
interest, but other languages are also being rapidly used for scientific and other types
of writing. Even there are journals that publish in Korean, Chinese, Arabic and other
languages. Information extraction of such documents is even challenging. Even within
one language there are many dialects being followed as a standard practice.

9) Nonstandard languages
Internet being a source of voluminous data production may not comprise only standard
documents written in a well-defined natural language. Instead, the social media related
documents or texts like tweets in Twitter, users’ feedbacks about a product in Amazon
online store, and reviews on some issue in Facebook mainly comprise näıve, non-
standard and slang text format. Now information extraction from such types of sources
is even tedious. Nonetheless, this is one of the hottest areas of research because this
information is critical for many reasons like for e-commerce, finding trends about a
product, a person, electoral campaign and a team.

5. Conclusion. Information extraction is one of the hottest areas of research in data and
text mining for digital libraries. This technique is mainly used to extract structural and
other important information from semi structured and unstructured documents mainly
over the web. This paper is dedicated to overviewing the state-of-the-art techniques that
are in practice and to highlight their limitations. The objective is to find the areas in
information extraction that need improvement; to help the researchers and scholars of
the field. In future, we are aiming to propose our own technique for improved informa-
tion extraction for digital libraries and information retrieval using an intelligent hybrid
technique.
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