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Abstract. This paper presents a real-time license plate and recognition to monitor the
odd-even plate rationing system. Automatic vehicle detection and license plate recog-
nition are employed to detect the traffic violation. To automatically detect the vehicle,
Tiny-DSOD object detection is utilized, which has been proven for real-time performance.
Then, Tiny-DSOD and WPOD-NET are combined to detect the unconstrained license
plate with better performance and accuracy. Finally, a novel license plate recognition
network is introduced to detect the characters in the license plate. Those methods are
integrated into a web-based system to detect traffic violations in real time automatically.
Experimental results show the performance of each module in the proposed system. The
proposed DSWPOD-NET is confirmed to have less parameter and higher accuracy than
the state-of-the-art WPOD-NET due to integration between Tiny-DSOD backend and
WPOD license plate detector.
Keywords: Vehicle detection, License plate detection, Optical character recognition,
Real-time system

1. Introduction. Traffic jam has become a daily problem in fast-developing countries,
such as Indonesia, which can slow down economic growth. There have been various
approaches to tackle the traffic jam, such as a 3-in-1 car rationing system and an odd-
even plate rationing system. However, those approaches become less effective due to
the difficulty in detecting the violation. There are needs for the police to capture the
drivers who violate the regulation manually. Notwithstanding, it is difficult to monitor
the violation due to limited resources. This paper focuses on solving the problem in
detecting odd-plate rationing system violations using state-of-the-art vehicle and license
plate recognition methods with real-time performance.

Automatic vehicle and license plate recognition have become well-developed research
topics in the past few years. The idea of an automatic vehicle and license plate recognition
comes from object detection methods. Various lightweight object detection methods have
been introduced with high accuracy and real-time performance [1, 2, 3, 4]. Similar meth-
ods have been introduced to detect the license plate [5, 6]. However, those methods were
failed in the unconstrained condition. Silva and Jung have introduced a warped planar
object detection network (WPOD-NET) to detect and rectify the unconstrained license
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plate. In the early days, license plate recognition utilizes a template matching technique
to find a similar pattern for each letter. However, modern object detection methods have
changed the trend and become the state-of-the-art methods to automatically recognize
characters in license plate [5, 6, 7].
In this paper, we propose a novel system to monitor the odd-even rationing system. It

does not use CCTV or cameras mounted on the edge of the highway, but we utilize dash-
board cameras mounted on the car due to limited public datasets. The images captured
from the dashboard cameras have a nearer view so that the license plate is sufficient to be
used as the input. On the other hand, images captured from CCTV have a distant view,
which leads to the low resolution of the license plate. At first, we detect the vehicle using
Tiny-DSOD (deeply supervised object detector) [2]. Then, we propose a novel deeply
supervised warped planar object detection network (DSWPOD-NET), which combines
the Tiny-DSOD and WPOD-NET to detect and rectify the license plate. Finally, we
develop a novel text recognition network to recognize the characters in the license plate.
Experimental results show that the proposed system has better accuracy and real-time
performance.
The contributions of this paper are summarized as follows:

• Automatic and real-time system to detect odd-even plate rationing violation.
• A novel real-time algorithm to detect an unconstrained license plate.
• A novel license plate character recognition method to recognize the license plate.

This paper is organized as follows. We introduce the related works in Section 2. Sec-
tion 3 describes the detail of the proposed method. The analysis of the evaluation results
is presented in Section 4. Finally, we give a conclusive remark in Section 5.

2. Related Works. In this paper, we focus on developing a novel license plate detection
and recognition algorithm. In general, the task can be further broken down into three
subtasks, which are license plate detection, character segmentation, and character recog-
nition. However, many approaches do vehicle detection before license plate detection in
order to reduce processing time and the number of false positives. In this section, we
review several works related to each automatic license plate recognition subtask, both
using conventional image processing techniques and the state-of-the-art deep learning
approaches.

2.1. License plate detection. To locate license plate, edge information was often used
[8, 9, 10, 11]. Because of its rectangular shape and fixed aspect ratio, a license plate could
be extracted from all possible rectangles in the image. In [12, 13, 14], color was used as
feature to locate license plate. In [12], the authors used a color edge detector that was
sensitive to only three kinds of edges (i.e., black-white, red-white, green-white). In the
experiment, 1088 images taken from various scenes and under different conditions were
employed, and it achieved a 97.9% success location rate. However, the implementation
was country-specific. Many recent works, both for academic and commercial purposes,
had been leaning towards deep learning approaches. In [15], three separately trained
deep convolutional neural networks (CNNs) were used. Each model performed separate
tasks, which were license plate detection, character detection, and character recognition.
However, the paper did not provide a detailed description of the network architecture
because it was a commercial method.
A network that was considered state-of-the-art for real-time object detection was Y-

OLO [1]. Many works targeted for real-time license plate detection employed YOLO
network [5, 6, 7]. In [7], they used YOLOv2 as a black box without any change or re-
finement. In [5], the network is built based on Fast-YOLO with slight modification. The
modification was made so that the network output two classes (car frontal views and
plates) instead of 20 classes. Silva and Jung proposed a novel license plate detection that
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performed well under unconstrained scenarios [7]. Their method could detect and rectify
the license plate into the frontal view.

2.2. Character segmentation. Character segmentation task was usually performed by
turning the detected license plate into a binary image and then applying connected com-
ponent analysis to extracting the bounding boxes [12, 16, 17]. Binarization was performed
to highlight characters and suppress the background. Choosing an appropriate threshold
was a crucial task because important information might be lost or results in joined char-
acters. Many techniques have been proposed for choosing the right threshold. In [18],
image quality was enhanced before choosing the threshold. In [12], the variable thresh-
olding technique, as proposed in [19], was employed.

In [5], the authors proposed a YOLO-based convolution neural networks used both for
character segmentation and recognition. It achieved the incredible result, able to segment
99% of the characters, and correctly recognize 93% of them. In [6, 7], CNN proposed
in [5] was employed for segmentation and recognition tasks.

2.3. Character recognition. Template matching is a simple technique used for recog-
nition. The extracted character was resized into the same size before template matching
is performed [20, 21, 22]. In [20], Hamming distance was used as a similarity measur-
ing technique. In [14], Jaccard value was used instead of Hamming distance. Template
matching was prune to fail when the extracted character was different from the template
due to any font change, rotation, or noise [23]. Therefore, template matching was not
suitable for distorted but readable images.

In [24], the authors proposed random CNNs to extract features and train linear sup-
port vector machines (SVMs) using the resulting features. It achieved a recognition rate
of over 98% for digits and 96% for letters, significantly better than using image pixels
or CNNs trained with backpropagation. In [25], the authors used a one-against-all SVM
classifier using a histogram of oriented gradient (HOG) features, leading to a total of
36 SVMs. Deep learning approaches are used in [5, 15, 25]. In [25], the authors used
character-sequence encoding CNN with 16 layers for string recognition, avoiding the char-
acter segmentation task.

3. Proposed Method.

3.1. System architecture. In this paper, we introduce a web-based application system
to monitor the odd-even rationing policy. The input of this system is the images from
cameras mounted on roads that impose odd-even rationing policy. Each frame is then
delivered to the backend server to be processed. The backend system is implemented using
the Django framework, which is connected to the database. All automated processes are
done in the backend system, such as vehicle detection, license plate detection, and license
plate recognition modules. The results are then shown in the React-based front end web.
Figure 1 shows the overview of the system architecture.

The backend system receives video stream input from the camera, and then processes
the video frame from the camera and forwards it to the vehicle detection module. The
vehicle detection module is responsible for detecting vehicles contained in the video frame.
After the vehicle is detected, this module will crop the image of the vehicle and save the
vehicle coordinates. Then the results (cropped images and coordinates) are delivered to
the license plate detection module.

From the given vehicle image, the license plate detection module detects the license
plate. Then, the image is cropped and rectified to represent the frontal view. The
processed license plates are sent to the last module, which is the license plate recognition
module. This module is responsible for recognizing the characters that appeared on the
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Figure 1. The overview of the system architecture

Figure 2. The screenshot of front-end web system

plate. Furthermore, it sends the characters back to the backend for further processing.
Figure 2 shows the screenshots of the front-end web application.

3.2. Vehicle detection. To automatically detect the vehicle, we compare the state-of-
the-art lightweight object detection methods that have been trained on accessible object
detection datasets, such as ImageNet and PASCAL-VOC. Based on the evaluation, Tiny-
DSOD [2] is acknowledged to have the best trade-off between accuracy and computation
speed.

3.3. License plate detection. The positive detections obtained from the previous mod-
ule are cropped and fed to this module. One common problem with images acquired
from more relaxed scenarios, such as a dashboard camera, is oblique views of the license
plate. These distorted license plate images can significantly reduce the accuracy of the
license plate recognition module. This issue is addressed in [7] and solved using the
proposed warped planar object detection network (WPOD-NET). WPOD-NET regresses
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affine transformation parameters, which then are used to rectify the license plate area to
resemble the frontal view.

Inspired by Tiny-DSOD and WPOD-NET, we develop DSWPOD-NET (deeply super-
vised warped planar object detection network), a network that is both lightweight and
can be used in more relaxed scenarios. The network is created by combining the back-
bone architecture from Tiny-DSOD with the detection block from WPOD-NET. Figure 3
shows the detail of each module in the DSWPOD-NET. DSWPOD-NET consists of three
blocks, which are stem block, feature extractor block, and detection block. The stem
block is inspired from DenseNet [26] in which each layer becomes the input of several
following layers. It is useful to reduce the image resolution without any loss information.
The feature extractor block learns to extract the important information with high depth.
Both stem and feature extractor blocks are inspired from Tiny-DSOD method. Final-
ly, the detection block is inspired from WPOD-NET to predict the location of license
plate and the rectification matrix. We significantly reduce the number of parameters of
WPOD-NET, which is initially 1.6M to only 0.73M. The rectified license plate images are
then fed to the final license plate recognition module.

Figure 3. The network architecture of DSWPOD-NET
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To train the DSWPOD-NET, we created a dataset consisting of 400 images taken from
the dashboard camera. The selected images contain Indonesian license plates, where each
image can contain more than one license plate. We manually annotated the four corners
of each license plate in the images. Figure 4 shows the examples of annotated Indonesian
license plate dataset. Training is done with 43k iterations using mini-batches of size 32.
The total iteration is obtained using the early-stopping method. Adam Optimizer is used
with a learning rate set to 0.001 which follows the training procedure in [7].

Figure 4. Examples of annotated license plate dataset

3.4. License plate recognition. For the license plate recognition module, we propose a
novel license plate recognition method. On the contrary to previous work, we do not utilize
object detection based text recognition but classification based recognition. The backbone
network of the license plate recognition is SqueezeNet [27] with a spatial transformer
network [28] as the pre-network. Each feature from SqueezeNet is then fed into two
bidirectional gated recurrent units (GRUs) [29]. The cost function is the connectionist
temporal classification [30]. The network treats the license plate characters as a string
and performs recognition on the whole string instead of segmenting each character and
performs the recognition separately.

4. Experimental Results. Because we targeted for real-time scenarios with the restrict-
ed resource, we decided to run the test on CPU machine with the following specification:

• Processor: Intel(R) Core(TM) i7-6700HQ CPU @ 2.60GHz.
• RAM: 8GB DDR4.
• Operating System: Ubuntu 18.04.3 LTS.

We evaluate each module of the smart transportation system independently. For vehicle
detection, the metric being focused is the execution time. The performance between
various state-of-the-art object detection networks is compared [1, 2, 3, 4]. For license
plate detection, we compare the performance between the proposed DSWPOD-NET with
the WPOD-NET by examining the accuracy of the license plate recognition module.
For the testing purpose, we created a dataset consisting of 100 images also taken from

the dashboard camera. Images are fed to the vehicle detection networks, and the execution
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time is computed. Computed execution time is the sum of times needed to load the
image, detect vehicle(s), draw the bounding boxes, and save the processed image. For
each image, we run the vehicle detection procedure ten times and calculate the average
time. The resulting time is the execution time for that specific image.

As can be observed in Figure 5, Tiny-DSOD outperforms other networks in terms
of execution time. When tested on the dataset, Tiny-DSOD can perform the vehicle
detection in 0.53s on average, better than Grid R-CNN and DSOD-Smallest, which can
do the same task on 0.64s. Tiny-YOLO network performed worst and needed 1.72s to do
the task on average.

Figure 5. Comparison of computational time (in seconds)

The detection result generated from Tiny-DSOD is being fed to the license plate de-
tection module. There are 175 vehicle images in total that are cropped and contain the
license plate. The cropped license plates are then fed to the final license plate recognition
module to calculate the accuracy. The accuracy calculation is only taking consideration
of license plates in which the characters are still readable. For cases where the vehicle is
too far, causing the license plate characters to be not readable is not included. Accuracy
is calculated by measuring the number of correctly classified characters.

From the experiment shown in Table 1, it can be concluded that the proposed DSWPO-
D-NET performed slightly better than WPOD-NET, even with much fewer parameters.
DSWPOD-NET correctly classified 428 out of 469 characters, outperforming WPOD-
NET with 421 characters classified. It is important to note that both networks have been
trained with the identical dataset. Figure 6 shows the illustration of the full-automatic
license plate recognition (ALPR) system.

Table 1. Character recognition accuracy

# Parameters Accuracy

WPOD-NET 1.6M 86.09%

DSWPOD-NET 0.73M 87.53%
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Figure 6. Illustration of the complete ALPR system

5. Conclusions. In this paper, we proposed a novel real-time license plate detection
and recognition to monitor odd-even plate rationing policy. Tiny-DSOD was chosen to
perform vehicle detection due to its fast and accurate performance. Then, DSWPOD-
NET was proposed to detect and rectify the license plate simultaneously. Finally, Squeeze-
Net based license plate recognition was introduced. All methods were integrated into a
web-based application system so that users could monitor when the violation occurred.
Experimental results confirmed that the proposed methods achieved better accuracy and
faster performance. The limitation of the proposed web-based system is the high latency
of data transmission. In the future, we are going to develop a system that requires less
data transmission by using embedded hardware. In addition, an end-to-end lightweight
license plate recognition method is considered as our future work.
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