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Abstract. Recently, problems such as traffic congestion and traffic accident rate are
socially serious. In order to alleviate these problems, many researches on intelligent
transportation systems are actively being carried out. Especially, traffic signal control
method can mitigate serious traffic congestion problem through reinforcement learning
model by using data such as traffic flow. Reinforcement learning algorithms evolved from
deep reinforcement learning to various extensions and showed improved performance. In
this paper, we applied an algorithm combining various extensions of deep reinforcement
learning to traffic signal control research area. Our model learns to derive the optimal
traffic signal system having the minimum traffic flow while adjusting the traffic signal
length. We demonstrated that our algorithm has higher performance and faster learning
speed than existing algorithms. Also, compared with the current traffic signal system, our
algorithm shows the possibility of contributing to traffic alleviation when applied to real
environment.
Keywords: Deep Q network, Traffic signal control, Intelligent transportation system,
Reinforcement learning

1. Introduction. Traffic congestion happens mostly at center of a city which has a high
population density. In particular, this problem is severe at specific time zone like commute
time. For relieving it, [1-5] about intelligent traffic system like a traffic prediction and
traffic signal control are progressing actively. A research about traffic prediction is the
technology to analyze the pattern of traffic variation based on traffic data observed in
the past and to predict the traffic flow happening in the future. However, this research
has no immediate means which can relieve the traffic congestion. Whereas the traffic
signal control method can relieve it by controlling traffic signal interval based on the
data like traffic flow observed in real time or queue length. It is difficult to deal with
traffic variation changing every moment flexibly because current traffic signal which is
operated on the road has static interval. Mostly traffic signal control researches consist
of inputting traffic flow observed at an intersection through reinforcement learning and
controlling the traffic signal interval. The goal is deduction of traffic signal system which
has minimum traffic flow in an intersection by continuous learning. Figure 1 shows a
process of the reinforcement learning in the traffic signal control field. Main elements of
the reinforcement learning are environment (intersection), agent (model), state (traffic
flow), action (duration of green light) and reward (+ or −). An agent takes an action
based on the state observed from the environment in every learning. It sets a reward based
on the action through learning. The reward is the criteria to judge whether the model is
trained well or not. Since deep reinforcement learning is applied to the AlphaGo [6], the
reinforcement learning algorithm is researched actively and several extended algorithms
[7-13] are introduced. Most recently, [14] combined six extended algorithms of DQN
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Figure 1. Traffic signal control model based on reinforcement learning

which are introduced and prove a high performance compared with previous one at an
Atari game environment.
In this paper, we apply an algorithm combining those to the traffic signal control

research at the first and optimize it. We prove this algorithm has the fastest learning
speed, highest performance, and stablest learning.

2. Related Work.

2.1. Traditional traffic signal control method. Static traffic signal control method
[15] exploits fixed signal interval. So it cannot reflect the variation of the traffic flow
flexibly. Also it depends on human experience to maintain the system. For solving this
problem, two methods are introduced. First, adaptive traffic signal control method [16-
18] focuses on reflecting the variation of the traffic flow in the real environment by using
diverse sensors. However, it is difficult to apply this system to real environment because
of difficulty of installing a lot of sensor and sensor malfunction due to lights or weathers
and so on. So researchers research reinforcement traffic signal control method [19]. It
exploits Q learning without a model and a simulator like SUMO [20]. For that reason, it
is easy to design and optimize a reward function. However, either applying it in the real
world or dealing with many features is hard.

2.2. Deep Q network based traffic signal control method. Deep Q network based
traffic signal control method (DQN) [21,22] consists of a Q learning of reinforcement
method and deep neural network to approximate an action value in the state with high
dimension. There are two weaknesses in this method. It takes long learning time and is not
easy to design a reward function. For overcoming these limitations, various methodologies
extending DQN are proposed [7-13]: double Q-learning, dueling networks, prioritized
relay, noisy nets, distributional reinforcement learning, and multi-step learning. The
Rainbow [14] announced recently is a methodology combining DQN and those extended
DQNs. Liang et al. [23] proposed the new traffic signal control method combining double
DQN, dueling DQN, prioritized DQN and performed better than existing DQN-based
traffic signal control studies.
In this paper, we propose new traffic signal control method applying the all extensions

referenced above at the first.

3. Reinforcement Learning. The main elements of reinforcement learning are agent,
environment, state, behavior, reward, and policy. The components are shown in Table 1.
Since the agent at the beginning of learning does not have any information, agent explores
the environment with arbitrary action. If we select an action through the policy function
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Table 1. Main elements of reinforcement learning

Term Description
Agent The object of learning that interacts with the environment.

Environment A virtual world that changes depending on agent behavior.
State The appearance of the environment observed by the agent. The state

is generally expressed as s.
Action A behavior that an agent can take in any state. The action is generally

expressed as a.
Reward A function that calculates a value that an agent can take after per-

forming a certain action. The reward is generally expressed as r.
Policy A function that determines what action the agent will take in a partic-

ular state. The policy is generally expressed as π.

π for which action we choose in a given state, the state of the environment changes,
and the agent newly observes the changed state of the environment. The ultimate goal of
reinforcement learning is to find the best policy that will maximize the sum of the rewards
an agent gets from interacting with the environment. This can be expressed as follows,

Qπ(s, a) = E

[
∞∑
k=0

γkrt+k

∣∣∣∣∣st = s, at = a, π

]
(1)

The state in this paper is set as traffic flow, and traffic flow can be obtained from
simulator. The reason for setting the state as traffic flow is that traffic flow is directly
related to traffic congestion. The action is set to the duration of the green signal, and
the agent increases or decreases the duration. Reward is set to scalar or distribution by
comparing the current state with the next state after taking action. If the traffic flow at
the next state is decreased, it is set to positive value, and if it is increased, it is set to a
negative value.

4. DQN and Extensions.

4.1. DQN. DQN [6] is a combination of existing Q-learning [5] based reinforcement learn-
ing method and deep neural network. Traditional reinforcement learning has a limitation
in that it cannot be applied to real environment because the computational complexi-
ty increases when the state or action dimension is high. To solve this problem, DQN
approximates high dimensional state or action space by applying deep neural network.
The main features of DQN are experience replay and target network. Experienced replay
stores state, action, reward, and next state for each training in replay memory in the form
of one transition. And when the replay memory is full, it updates the neural network by
sampling the transitions randomly. This method is more stable than existing Q-learning
because it can eliminate the temporal correlation between the transitions in each training.
The target network is a method of updating a neural network using two networks, a main
network and a target network. In the conventional method, when the Q value in the
current state and the Q value in the next state are calculated by one network, the DQN
can reliably update the neural network using the two networks.

4.2. Extensions. As the high performance of DQN has been proved, various extensions
[7-13] of DQN have appeared. Double DQN is an algorithm that applies double Q-learning
to DQN, which overestimates existing DQN. Dueling DQN is an algorithm that applies
a dueling network to existing DQNs and divides Q(s, a) into state value functions V (s)
and advantage function A(s, a) and then merges them. The method of calculating the
state-focused state value function V (s) and action-focused advantage function A(s, a)
separately learns fast and stable. Prioritized experience replay DQN is a method of
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improving the experience replay method of existing DQN. Unlike DQN, which randomly
extracts transitions from replay memory, the prioritized experience replay method updates
neural networks by preferentially extracting transitions that require more learning. Noisy
DQN is related to action policy that selects the best action for learning. Noisy DQN is
a useful algorithm when training a state and an action in a noisy network and selecting
a variety of actions when the dimension of the action is high. Noisy DQN is a useful
algorithm for high-scale behavioral patterns by selecting various actions. Distributional
DQN is a technique related to reward, which sets the reward in terms of a random variable.
Rather than defining a future reward simply as a scalar, this technique is useful when the
future reward value is complex and has multimodal features by expressing the reward in
the form of a distribution.
In this paper, we propose a technique that combines all the extensions mentioned above

into traffic signal control. With double DQN, we construct the separate target network
from the main network and these two networks make updating the neural network stable.
With dueling network, the Q function of the output layer was re-constructed to divide
into state value function and advantage function, which enable fast learning speed. With
prioritized experience replay DQN, priority calculation logic among transitions was added
to existing replay memory, which establish the robust learning policies. With noisy DQN,
we add noisy stream to the existing network. Over time, the network can learn to ignore
the noisy stream, which establishes the best action policy in the noisy network. Finally,
with distributional DQN, logic which transforms an existing scalar return value into a
distribution is added and this distributional return value can be efficiently applied to
complex environment with randomness feature.

5. Experiment.

5.1. Experiment setting. To get the traffic data such as traffic flow, we use SALT
simulator [24]. The simulator can obtain information like traffic flow, speed, density,
queue length observed on the road but we consider only traffic flow. Traffic data from
the simulator is the real traffic flow measured at an intersection in Seoul. We set the
time from 00:00∼06:00 without congestion to 07:00∼10:00. We progress this experiment
at Ubuntu for establishing the suitable environment to the simulator and implement the
traffic signal control algorithm by Pytorch [25] which is a Python deep learning library.

5.2. Experiment methodology. We compare both the state variation and cumulative
reward value according to the training of each algorithm. The goal of this experiment is to
find the best traffic signal system with minimum traffic flow at the fastest learning speed.
In the first experiment, we demonstrate that how quickly our proposed model reaches the
minimum traffic flow. In the second experiment, we demonstrate the high performance of
our model by showing how much cumulative reward which is the most important measure
at the reinforcement learning is.

5.3. Experiment results. Figure 2 shows the comparison of state variation between
algorithms. x-axis represents epoch and y-axis represents the state. Comparison targets
are our proposed model, DDP DQN (Double Dueling Prioritized Experience Replay),
DQN and current traffic signal system (Fixed 50, Fixed 45). The reason why DDP DQN
and DQN were chosen as comparison models is to demonstrate that the proposed model is
superior to existing DQN or DDP DQN based traffic signal control studies. To enhance the
performance of existing DQN-based traffic signal control research, we properly combined
various DQN extensions and finally proved fast learning speed and stable learning. We
can see that our proposed model outperforms the other models. First, our model reaches
the lowest traffic flow with a minimum training time compared to other algorithms, and
the state change is stable even after reaching the minimum traffic flow. Early traffic flow
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Figure 2. Comparison of state

Figure 3. Comparison of cumulative reward

is about 150 vehicles but traffic flow is reduced up to about 110 vehicles at the end of
the learning. And compared with current traffic signal system, we can estimate the value
when the proposed model is applied to actual traffic environment.

Figure 3 compares cumulative reward between models. x-axis and y-axis represent
epoch and cumulative reward. Comparison targets are our proposed model, DDP DQN,
and DQN. The reason for comparing the cumulative reward is that the learning policy
of the reinforcement learning learns to maximize the reward. In other words, the more
reward is, the higher performance the model is. We can clearly confirm that the proposed
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model has a higher cumulative reward than other models, followed by DDP DQN and
DQN.

6. Conclusion. Deep reinforcement learning is the most commonly used algorithm for
traffic signal control research. As the performance of deep reinforcement learning has
improved, various deep reinforcement learning extensions have emerged. In this paper, we
first apply algorithms combined with various extensions to traffic signal control research.
Through experiments, our model showed higher performance and faster learning speed
than existing algorithms. And it shows the possibility of contributing to mitigation of
traffic congestion problem in real environment by comparing with present traffic signal
system. In the future, we will expand to multiple intersections and propose an efficient
coordination method between intersections.
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