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Abstract. The fractional-order PID (FOPID) controller was introduced over two deca-
des and demonstrated to perform the better responses in comparison with the conventional
integer-order PID (IOPID) controller. The optimal FOPID controller can be achieved
by the powerful metaheuristic search techniques based on modern optimization context.
In this paper, the optimal design of the FOPID controller for the brushless direct current
(BLDC) motor speed control system by using the parallel flower pollination algorithm
(PFPA) is presented. The PFPA, one of the modified versions of the original flower pol-
lination algorithm (FPA), is introduced based on the time sharing strategy employing the
multiple point single strategy (MPSS) method which is efficiently run on a single CPU
platform. As results, the optimal FOPID controller can be successfully optimized by the
PFPA for the BLDC motor speed control system according to the given design specifica-
tion. Moreover, the FOPID controller can yield very satisfactory responses superior to
the IOPID controller.
Keywords: Fractional-order PID controller, Parallel flower pollination algorithm, Brush-
less DC motor speed control system, Modern optimization

1. Introduction. Based on the fractional calculus, the fractional-order PID (FOPID)
controller was firstly proposed by Podlubny in 1994 [1,2] as an extended version of the
conventional integer-order PID (IOPID) controller. The FOPID possesses five tuning pa-
rameters, i.e., proportional gain (Kp), integral gain (Ki), derivative gain (Kd), integral
order (λ) and derivative order (µ), whereas the conventional IOPID controller consists of
only three tuning parameters, i.e., Kp, Ki and Kd. Podlubny proved the superiority of the
FOPID to the IOPID when applied for control systems [1,2]. Review and tutorial articles
of the FOPID controller providing the state of the art and its backgrounds have been
completely reported [3,4]. Control theorists believe that since the IOPID controller domi-
nates the industry, the FOPID controller will gain increasing impact and wide acceptance
[3,4].

To date, metaheuristic optimization searching techniques have become potential can-
didates and widely applied to various real-world engineering problems [5,6]. One of the
most efficient metaheuristic optimization techniques is the flower pollination algorithm
(FPA) proposed by Yang in 2012 [7]. The FPA performed the superior search perfor-
mance to the genetic algorithm (GA) and particle swarm optimization (PSO) [7]. The
global convergence properties of the FPA algorithm have been proven by Markov chain
theory [8]. Moreover, the FPA was successfully applied to optimizing many real-world
engineering problems including power systems, signal and image processing, wireless sen-
sor networking, antenna array, structural and mechanical engineering as well as control
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systems design. The state-of-the-art and various applications of the FPA have been re-
viewed and reported [9,10]. In addition, many modified versions of the FPA have been
developed to improve its search performance, for example, the chaos-based FPA (CFPA)
[11] and the hybridization of FPA with the GA [12].
Following the literature, the brushless DC (BLDC) motor is one of the motor types

rapidly gaining popularity. The BLDC motor has been used in industries since 1970’s such
as appliances, automotive, aerospace, consumer, medical, industrial automation equip-
ment and instrumentation [13]. Controlling the BLDC motor can be effectively achieved
under the feedback control loop with some potential controllers such as the IOPID con-
troller designed by the PSO [14], the artificial neural network fuzzy inference system
(ANFIS) designed by the hybrid PSO [15] and the FOPID controller designed by the
original FPA [16]. In 2020, the parallel flower pollination algorithm (PFPA) was firstly
proposed [17] as one of the modified versions of the original FPA to enhance the search
performance. The PFPA algorithm is based on the time sharing strategy employing the
multiple point single strategy (MPSS) method which is efficiently run on a single CPU
platform. The PFPA performed better search performance than the original FPA for
function optimization problems [17]. To extend the performance of the PFPA algorithm
for other real-world control applications, the optimal design of the FOPID controller for
the BLDC motor speed control system by using the PFPA algorithm is proposed in this
paper. Superiority and advantages of the FOPID controller to the conventional IOPID
controller designed by the PFPA for BLDC motor speed control system will be compared
and reported.

2. FOPID Feedback Control Loop. Regarding to the fractional calculus, a gener-
alization of integration and differentiation can be represented by the non-integer order
fundamental operator aD

α
t , where a and t are the limits of the operator. The continuous

integro-differential operator is defined as expressed in (1), where α ∈ ℜ stands for the
order of operation. Under zero initial conditions for order α (0 < α < 1), the Laplace
transform of the continuous integro-differential operator in (1) can be expressed in (2) [1],
where f(t) is time-domain function and F (s) is s-domain function.

aD
α
t =


dα

dtα
ℜ(α) > 0

1 ℜ(α) = 0∫ t

a

(dτ)−α ℜ(α) < 0

(1)

L
{
aD

±α
t f(t)

}
= s±αF (s) (2)

The FOPID feedback control loop can be represented by the block diagram as shown in
Figure 1, where r(t) is the reference input signal, c(t) is the controlled output signal, e(t) is
the error signal between r(t) and c(t), u(t) is the control signal and d(t) is the disturbance
signal. The FOPID controller models in time-domain and s-domain are stated in (3) and
(4), respectively [1,2], where Kp is the proportional gain, Ki is the integral gain, Kd is
the derivative gain, λ is the integral order and µ is the derivative order. The FOPID will
receive e(t) to be proceeded and generate u(t) to control plant for giving the satisfactory
c(t) which tracks r(t) to reduce e(t) and regulates d(t), simultaneously.

u(t) = Kpe(t) +KiD
−λ
t e(t) +KdD

µ
t e(t) (3)

Gc(s) = Kp +
Ki

sλ
+Kds

µ, 0 < λ, µ < 2 (4)

Relationship between the conventional IOPID and FOPID controllers can be represent-
ed in Figure 2. In general, the range of fractional orders (λ and µ) is varied from 0 to
2. Referring to Figure 2, it was found that if λ = 0 and µ = 0, it is the conventional P
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Figure 1. FOPID feedback control loop

Figure 2. Relationship between IOPID and FOPID controllers

(IOP) controller, if λ = 1 and µ = 0, it is the conventional PI (IOPI) controller, if λ = 0
and µ = 1, it is the conventional PD (IOPD) controller and if λ = 1 and µ = 1, it is the
conventional PID (IOPID) controller. For FOPID controller, both λ and µ can be varied
from 0 to 2 as a fractional value. These make the FOPID more flexible than the IOPID
for tuning the optimal parameters.

3. Parallel Flower Pollination Algorithm. The parallel flower pollination algorithm
(or PFPA) was proposed to enhance the search performance of the original FPA [17].
The PFPA possesses FPAh, h = 1, 2, . . . , N for parallel cooperation search manner over
the same search space. For the use on a single CPU platform, the time sharing strategy
employing the MPSS method [18] is conducted as represented by the simple diagram
shown in Figure 3. Once the CPU starts the search at the first generation (or iteration),

Figure 3. Time sharing with multiple point single strategy (MPSS) method
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the FPA1 begins to running state, while other FPAh, h = 2, . . . , N are in waiting state.
Once the FPA1 finishes its running state, it goes to the waiting state. At this time,
the FPA2 begins to running state, while the FPA1 and other FPAh, h = 3, . . . , N are
in waiting state. The operation goes on in this manner until the FPAN finishes its first
generation. Afterward, the CPU then returns to start the second generation by running
FPAh, h = 1, 2, . . . , N in sequential manner. The operation is repeated until one of the
FPAs hits the optimal solution. The PFPA algorithm is suitable for running on a single
CPU platform. Nonetheless, it can be easily adapted for use on multi-core CPU or parallel
platforms.
For each FPA in the PFPA algorithm, the optimal solution can be obtained by two ways

according to two types of flower pollinator in nature, i.e., biotic cross-pollination (global
pollination) and abiotic self-pollination (local pollination) [7]. A solution xi is equivalent
to a flower and/or a pollen gamete. For global pollination, flower pollens are carried by
the biotic pollinators. With random drawn from a Lévy flight distribution, pollens can
travel over a long distance as expressed in (5), where g∗ is the current best solution found
among all solutions at the current generation (iteration) t, and L stands for the Lévy flight
that can be approximated by (6), while Γ(λ) is the standard gamma function. For local
pollination, flower pollens are carried by the abiotic pollinators. The local pollination can
be represented by (7), where x j and x k are pollens from the different flowers of the same
plant species, while ε stands for random drawn from a uniform distribution as stated
in (8), where a and b are bounds of random process. A switch probability p is used for
switching between local and global pollinations. The PFPA algorithm consisting of FPAh,
h = 1, 2, . . . , N can be represented by the pseudo code as shown in Figure 4.

xt+1
i = xt

i + L
(
xt
i − g∗) (5)

L ≈ λΓ(λ) sin(πλ/2)

π

1

s1+λ
, (s ≫ s0 > 0) (6)

xt+1
i = xt

i + ε
(
xt
j − xt

k

)
(7)

ε(ρ) =

{
1/(b− a), a ≤ ρ ≤ b
0, ρ < a or ρ > b

(8)

4. Results and Discussions. The FOPID controller design optimization framework for
the BLDC motor speed control system by the PFPA is represented by the block diagram
as shown in Figure 5. This framework is adapted from the controller design optimization
[19,20] based on the modern optimization. In this work, the BLDC motor of 350 W, 24
VDC, 0.7 A, 300 rpm in laboratory is used as the testing rig. The fractional-order model
of such the BLDC motor was identified as stated in (9) [17]. The BLDC motor model
Gp(s) in (9) will be used as the plant model in Figure 5.

Gp(s) =
1.0

0.029s2.658 + 0.4784s1.2376 + 1.1075s0.0443
(9)

Referring to Figure 5, the objective function f(·) is set as the sum of squared error
(SSE) between the reference input signal R(s) and the controlled output signal C(s) of
the BLDC motor speed controlled system as stated in (10). The objective function f(·) =
SSE in (10) will be fed to the PFPA to be minimized by searching for the optimal values
of the FOPID’s parameters (Kp, Ki, Kd, λ and µ). The PFPA will iteratively search for
the optimal values of Kp, Ki, Kd, λ and µ appearing in Gc(s) as stated in (4). The search
process needs to meet the inequality constrained functions and the search spaces as stated
in (11), where tr is the rise time, Mp is the maximum percent overshoot, ts is the settling
time and ess is the steady-state error. The constrained functions in (11) are set from the
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Figure 4. Pseudo code of PFPA algorithm

Figure 5. FOPID design framework for BLDC motor speed control by PFPA

preliminary study of the considered system.

Minimize f(Kp, Ki, Kd, λ, µ) =
N∑
i=1

[Ri − Ci]
2 (10)

subject to tr ≤ 1.0 s, Mp ≤ 10%, ts ≤ 2.0 s, ess ≤ 0.01%,
0 < Kp ≤ 5, 0 < Ki ≤ 10, 0 < Kd ≤ 1.0,
0 < λ < 2.0, 0 < µ < 2.0

 (11)

The PFPA algorithm was coded by MATLAB version 2018b (License No. #40637337)
run on Intel(R) Core(TM) i5-3470 CPU@3.60GHz, 4.0GB-RAM in order to design the
FOPID controller for the BLDC motor control system. The FOMCON toolbox [21,22] is
utilized for fractional-order control system simulation. In this work, the PFPA consisting
of five FPAs (N = 5) is assumed. Searching parameters of all five FPAs are set as follows:
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n = 20 and p = 0.2 (20%). Max Gen = 100 is set as the TC in each trial. 50 trials are
processed to find the optimal solution (Kp, Ki, Kd, λ and µ). For comparison with the
IOPID controller, λ and µ in (11) will be set as 1.0 (λ = 1.0 and µ = 1.0). After the
search process stopped, the IOPID and FOPID controllers optimized by the PFPA for the
BLDC motor speed control system are successfully obtained as stated in (12) and (13),
respectively.

Gc(s)|IOPID = 1.9123 +
4.4996

s
+ 0.2421s (12)

Gc(s)|FOPID = 2.2986 +
4.7699

s0.9789
+ 0.2341s1.2102 (13)

The unit-step command-tracking responses in Figure 6 show that the BLDC motor
(without controller) gives tr = 2.01 s, Mp = 0.00%, ts = 1.43 s and ess = 0.00%. The
BLDC motor speed control system with the IOPID controller in (12) yields tr = 0.51 s,
Mp = 7.14%, ts = 1.58 s and ess = 0.00%. Also, the control system with the FOPID
controller in (13) provides tr = 0.52 s, Mp = 0.08%, ts = 0.47 s and ess = 0.00%.
The unit-step load-regulating responses in Figure 7 show that the BLDC motor (without
controller) cannot regulate the load disturbance. The BLDC motor speed control system
with the IOPID controller in (12) can completely regulate the load disturbance with the
maximum percent overshoot from load regulation (Mpreg) = 33.02%, the regulating time
(treg) = 1.69 s and ess = 0.00%. Then, the control system with the FOPID controller
in (13) can completely regulate the load disturbance with Mpreg = 30.08%, treg = 1.48

Figure 6. Unit-step command-tracking responses of BLDC motor speed
control system

Figure 7. Unit-step load-regulating responses of BLDC motor speed con-
trol system
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s and ess = 0.00%. For all obtained results, the PFPA can successfully provide the
optimal IOPID and FOPID controllers. In addition, the FOPID controller can yield very
satisfactory results superior to the IOPID controller with faster and smoother responses.
Thus, superiority and advantages of the FOPID controller to the conventional IOPID
controller are confirmed.

5. Conclusions. The optimal design of the FOPID controller for BLDC motor speed
control system using the PFPA algorithm has been proposed in this paper. The PFPA
was developed to improve the search performance of the original FPA for running on single
CPU platform. In this paper, the PFPA has been applied to the FOPID controller design
optimization for the BLDC motor speed control system. As results, it was found that the
PFPA can optimally provide both IOPID and FOPID controllers for the BLDC motor
speed control system. By comparison, it was evidenced that the FOPID controller yields
faster and smoother command-tracking and load-regulating responses of the BLDC motor
speed control system than the IOPID controller. For future work, the fractional-order
PIDA (FOPIDA) controller designed by the PFPA (or other promising metaheuristics)
will be alternatively studied to extend the fractional-order control systems.
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