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Abstract. This paper addresses the problem of distributed processing in binary Bernoul-
li sampling (BBS in short). BBS is a stochastic sampling for the multi-source stream
environment, and we need to use distributed processing of BBS to process large volumes of
data streams generated from multiple input sources. Accordingly, a recent work proposed a
distributed BBS model based on Apache Storm having the multiple coordinator structures.
However, this technique has limitations in improving performance due to the coordinator
waiting problem. In this paper, we solve the coordinator waiting problem by introducing
multi-distribution and distributor separation structures. The multi-distribution structure
minimizes the waiting time by participating multiple coordinators rather than only one in
the distribution. The distributor separation structure maximizes processing performance
by separating the distribution function from the coordinator. To experimentally evaluate
the performance improvement, we apply the improved structures to Storm-based distribut-
ed BBS. Experimental results show that the multi-distribution and distributor separation
structures improve the performance up to 90 times compared to the single distribution
structure.
Keywords: Binary Bernoulli sampling, Data stream, Distributed sampling, Apache
Storm

1. Introduction. As a stochastic sampling technique suitable for multi-source stream
environments, binary Bernoulli sampling (hereinafter referred to as BBS) uses a single
coordinator to process continuous streams coming from multiple input sites [1]. As the
number of sites increases and big data streams are generated, however, there will be a
coordinator bottleneck problem that is difficult to process with one coordinator. To deal
with this problem, a recent work [2] proposed a distributed BBS model based on Apache
Storm [3, 4] exploiting multiple coordinators. Figure 1 shows the structure of the recent
distributed BBS model using multiple coordinators. As shown in the figure, we can solve
the coordinator bottleneck problem by operating several coordinators in an integrated
framework [2].

The distributed BBS model [2] of the multiple coordinator structure solves the coordi-
nator bottleneck problem, but additionally incurs the coordinator waiting problem. This
problem occurs because while one coordinator performs sample distribution, other coor-
dinators should wait for data processing. According to the experiment using Storm, the
data processing becomes faster as the number of coordinators increases, but the sample
distribution is nearly constant regardless of the increase in coordinators. This coordinator
waiting problem is a big limitation of improving the overall performance of the distributed
BBS model.

To solve the coordinator waiting problem, in this paper we present the concept of multi-
distribution structure and distributor separation structure. First, the multi-distribution

DOI: 10.24507/icicel.15.03.265

265



266 W. CHO AND Y.-S. MOON

Figure 1. Example of applying stratified sampling to the stream environment

structure provides a novel parallelism in which multiple coordinators instead of one co-
ordinator perform distribution at the same time by placing extra samples. Using such a
multi-distribution structure we can solve the coordinator waiting problem because multi-
ple coordinators can perform sample distribution at the same time. Next, the distributor
separation structure adopts additional distributors that manages the sample distribution
function separated from the original coordinators. Through this separation structure,
the coordinator performs the data processing function only while the distributor man-
ages the distribution function, thereby maximizing the overall performance of distributed
processing.
In this paper, we implement the proposed multi-distribution and distributor separation

structures in the Storm-based BBS [2] and perform multi-source sampling experiments in
an actual distributed environment. Experimental results show that the proposed multi-
distribution structure improves the performance up to 90 times compared to the single
distribution structure. In addition, we experimentally prove that the more number of
coordinators we use, the higher the performance we can achieve.
The rest of the paper is organized as follows. Section 2 describes the related work

on distributed processing of binary Bernoulli sampling. Section 3 presents the proposed
improvement solution to the distributed BBS model. Section 4 shows the results of
experimental evaluation. Finally, Section 5 concludes the paper.

2. Related Work. BBS is a representative probability-based sampling algorithm that
samples data with the same probability for data streams [5, 6] generated from multiple
sources [1]. The general structure of BBS consists of one coordinator and several in-
put stream sites. BBS performs sampling using an infinite binary string consisting of
0s and 1s that are input with stream data. A brief description of the procedure for
performing the BBS sampling is as follows [2]. First, each site receives a round from
the coordinator, selects candidate data in the current round using a binary string, and
then transmits the candidates to the coordinator. Next, the coordinator selects an ac-
tual sample from the candidate samples delivered from the site. If the current round
changes during the sampling process, the coordinator shares the changed round with all
sites. The coordinator and sites continuously repeat these candidate/sample selection
and round change/transmission processes to perform sampling for multiple data streams
continuously generated from multiple sources.
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For efficient sampling of large-volume data streams, a distributed BBS with the struc-
ture of Figure 1 was recently proposed [2]. As shown in Figure 1, the distributed BBS
model solves the coordinator bottleneck by providing the multiple coordinator structure.
That is, since several coordinators participate in sampling at the same time, the dis-
tributed model can efficiently process the BBS for large volumes of stream data. In the
distributed BBS model, however, the coordinator waiting problem in Figure 2 occurs
when the samples are being distributed. Table 1 shows pre-experimental results for data
processing time and sample distribution time, respectively, in distributed BBS. In the
table, we note that while the data processing time decreases as the number of coordi-
nators increases, there is no significant change in the sample distribution time due to
the coordinator waiting problem. In this paper, we present an improvement technique
for solving this coordinator waiting problem. Previous distributed sampling methods
include MapReduce-based sampling technique [7] and Apache Spark-based distributed
graph sampling [8], but these methods do not cover the distributed BBS model.

Figure 2. Coordinator waiting problem when distributing samples in the
distributed BBS model

Table 1. Pre-experimental results of data processing time and sample dis-
tribution time in the distributed BBS model

Number of coordinators Data processing time (ms) Data distribution time (ms)
1 − −
2 26,362 44,177
3 19,681 44,988
4 15,769 44,486

3. Improvement of the Distributed BBS Model. In this section, we present a multi-
distribution structure and a distributor separation structure for optimizing the distributed
BBS model [2]. First, the multi-distribution structure is to alleviate the coordinator
waiting problem, which is a major performance limitation of the distributed BBS model.
In this paper, we design a multi-distribution structure by adding samples, and we call
such added samples extra samples. The reasons for using the extra samples are as follows.
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First, by using the extra samples, multiple coordinators can proceed with distribution
at the same time. By this parallel distribution, we can significantly reduce the speed
of processing the sample distribution. Second, there is no need to guarantee logical
synchronization that occurs as the existing model [2] uses the shared memory structure
such as Redis [9]. Since the multi-distribution structure performs distribution at the
same time, there is no need for logical synchronization to wait for the coordinator in
the existing model. As a result, the multi-distribution structure greatly reduces the
coordinator waiting overhead of the previous multiple coordinator structure.
The second concept for optimizing the distributed BBS model is the distributor separa-

tion structure. In the distributed BBS model, the coordinator manages the main samples
provided to the user and the supplementary samples additionally used when the main
samples are insufficient. While a coordinator is distributing in the BBS, the coordinator
cannot add data to main and supplementary samples due to its distribution work. Thus,
all of the data that will belong to the main and supplementary samples are accumulated
in the buffer, which may cause a serious decrease in sampling performance. In order to re-
solve this buffering phenomenon, the distributor separation structure functionally divides
a coordinator into a coordinator and a distributor that process the main samples and
the supplementary samples, respectively. Figure 3 shows how this distributor separation
structure works. As shown in Figure 3, unlike the existing structure of Figure 2, which
has only coordinators, there are coordinators that manage supplementary samples and
distributors that manage main samples. The coordinator adds data to the supplementary
samples, and the distributor adds data to the main samples. And, the distributor does the
sample distribution work performed when the main samples are saturated. By adopting
this separation structure, we can continuously add the data to supplementary samples.
That is, when distributing samples, the existing model piles up data in a buffer, but
the distributor separation structure can process the data to be added to supplementary
samples without buffering or clogging, ensuring high processing efficiency.

Figure 3. Operation concept of the distributor separation structure in the
distributed BBS
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Figure 4 shows the final structure of the distributed BBS model optimized with such
multi-distribution and distributor separation structures. Compared to the basic distribut-
ed BBS model, it has a structure with separate distributors and extra samples. In addi-
tion, we change the functions of coordinators and distributors so that a coordinator adds
data to the supplementary samples, and a distributor adds data to the main samples. We
also change the distribution function so that all distributors proceed with multiple dis-
tribution of samples. In this paper, we implement the distributed BBS and the proposed
optimization functions using Spouts and Bolts of Apache Storm [3] as in the previous work
of [2].

Figure 4. Improved structure of the distributed BBS through adopting
multi-distribution and distributor separation structures

4. Experimental Evaluation. The hardware platform for the experiment consists of
one master node (Xeon E5-2630V3 2.4GHz, 8Core, 32GB RAM, 256GB SSD) and eight
slave nodes (Xeon E5-2630V3 2.4GHz, 6 Core, 32GB RAM, 256GB SSD). The software
platform is CentOS Linux 7.2.1511, and the network bandwidth is 1Gbps. We implement
the distributed BBS model using the Java language. The data used in the experiment is a
randomly generated text stream, and 1,000,000 data items are transmitted into one Spout
of Storm. We use the basic functions of Storm for load balancing and failure recovery for
nodes [10].

In the first experiment, we compare the data processing time of single distribution
and multiple distribution. Table 2 shows the experimental results of single and multiple
distributions, and Figure 5 depicts the results as a comparative graph. As shown in the
table and figure, when the number of coordinators is the same, the multi-distribution
structure significantly shortens the data processing time by up to 23 times compared
to the single distribution structure. In the single distribution structure, the processing
time increases by only 1.2 times and 1.4 times as the number of coordinators increases,
but in the multi-distribution structure, the performance largely improves by 2.1 times
and 2.6 times. This is because when the number of coordinators increases, the sample
distribution time is constant in the single distribution structure, but the distribution time
gradually decreases in the multi-distribution structure. Thus, we can conclude that the
multi-distribution structure is much more efficient than the single distribution structure
in handling large volumes of multiple data streams.
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Table 2. Data processing times of single and multiple distributions in the
distributed BBS model

Number of coordinators
Data processing time (ms)

Single distribution Multiple distribution
1 − −
2 21,228 3,081
3 17,381 1,444
4 12,577 551

Figure 5. Comparison of data processing times of single and multiple
distributions in the distributed BBS model

Table 3. Data processing time of the distributed BBS model exploiting
both multi-distribution and distributor separation structures

Use of distributors or not Number of distributors Data processing time (ms)

No use of distributors
Single distribution 21,228

Multiple distribution 3,081

Use of distributors

1 1,066
2 663
3 492
4 235

Next, we experiment the data processing time of the distributed BBS model applying
the multi-distribution structure together with the distributor separation structure. In the
experiment, we fix the number of coordinators to two, and conduct the experiment while
changing the number of distributors to which multiple distributions are applied. (Precise-
ly speaking, we implement coordinators and distributors as Bolts of Apache Storm [2, 3].)
Table 3 shows the experimental results of the multi-distribution and distributor separa-
tion structures, and Figure 6 depicts the results as a graph. The table and graph show
that the data processing performance improves as the number of distributors increases.
This is because coordinators and distributors manage main samples and supplementary
samples separately, and apply the multi-distribution structure so that the distributors
simultaneously perform the distribution.
In this section, to confirm the performance improvement of the distributed BBS model,

we have experimented the enhanced model by adopting multi-distribution and distrib-
utor separation structures. Summarizing the experimental results, we confirm that the
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Figure 6. Comparison of data processing times of the distributed BBS
model varying the number of distributors

proposed multi-distribution structure improves the data processing time up to 90 times
compared to the original multiple coordinator structure. In addition, the distributed BBS
model exploiting both multi-distribution and distributor separation structures finally
shows the fastest data processing time. Through these experimental results, we believe
that the proposed multi-distribution and distributor separation structures optimize the
performance of the distributed BBS model.

5. Conclusions. In this paper, we figured out the coordinator waiting problem, which
is a disadvantage of the distributed BBS model, and resolved the problem by introducing
the concept of multi-distribution and distributor separation structures. Multi-distribution
structure has the effect of greatly reducing the coordinator waiting overhead by distribut-
ing the coordinator’s distribution function. The distributor separation structure can max-
imize the effect of distributed processing by separating the distribution function from the
coordinator to the distributor newly adopted. According to the experimental results, the
distributed BBS model, which solved the coordinator waiting problem, improved the data
processing time by up to 90 times compared to the basic model [2]. As future work, we
have a plan to minimize the communication cost between the coordinator and the source
site by utilizing the high-speed network InfiniBand [11].
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