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Abstract. Microarray data technology is one of the popular techniques for cancer de-
tection, where thousands of gene expressions can be read at the same time. However, one
of the well-known constraints specifically related to microarray data is the large number
of genes that cause high dimensional data in comparison with the small number of avail-
able experiments or cases. This will give lower classification accuracy. Some popular
approaches have been introduced, and one of them is a combination of Principal Com-
ponent Analysis (PCA) and Logistic Regression to overcome the issues. However, the
accuracy is yet to be improved. This paper presents a new technique which is a com-
bination of minimum Redundancy Maximum Relevance (mRMR) and Modified Logistic
Regression for data reduction and data classifier, respectively. The result shows an im-
provement of accuracy, with the average accuracy up to 93.33%.
Keywords: Microarray data, Cancer, Classification, mRMR, Logistic Regression

1. Introduction. Cancer is known as the second largest cause of death worldwide. This
deadly disease could attack everyone, either children or adults. Based on the data of
IARC in 2018, the number of cancer sufferers has raised to 18.1 million sufferers with
9.6 million mortalities where it is around 1 in 6 deaths is caused by cancer [1]. One way
to eradicate the cancer is to do early detection, so that the patient could get the right
treatment and subsequently reduce the mortality rate due to cancer disease. There are
some classical methods to detect cancer disease, such as using USG (Ultrasonography),
blood test, pap smear, endoscope and gene expression [2]. However, with new technology
available, researchers are now attempting to use DNA microarray where it can be used
to detect cancer via the analysis of gene expressions attacked by cancer.

A microarray holds hundreds to thousands of genes in the form of DNA where a DNA
microarray could be used as a cancer detector. This analysis of gene expression uses 2
types of DNA: the normal one and the attacked one. These DNAs are isolated and given
a different color fluorescence. Furthermore, each DNA will also emit different colors based
on the color it is assigned [3].

DNA microarrays are microscope slides that are printed with thousands of tiny spots in
defined positions, with each spot containing a known DNA sequence or gene. Often, these
slides are referred to as gene chips or DNA chips. The DNA molecules attached to each
slide act as probes to detect gene expression, which is also known as the transcriptome or
the set of messenger RNA (mRNA) transcripts expressed by a group of genes.

Every microarray experiment generates a large amount of data and requires certain com-
putational techniques to interpret expression profiles. Available techniques/algorithms
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reduce the number of genes to a non-redundant information set and subdivide a panel of
cancer types into groups that share common features, for example, expression of known
cancer markers or the response to a specific therapy. The characteristic profiles of the
groups can then be used to identify unknown specimens [4].
Most techniques to analyze cancer expression profiles can be divided into “supervised”

classifications or “unsupervised” clustering methods. Supervised methods require addi-
tional information regarding the genes whose expression is being examined and which was
obtained independently of the microarray experiment, e.g., gene function or tissue origin.
This information is then used to find patterns that classify the samples into the given
categories. Unsupervised clustering does not require additional information, and is aimed
at the discovery of novel, unbiased patterns in the data [5]. However, the dimension is
still large that affects the performance and computational time of the system.
Therefore, dimensional reduction process must be conducted prior to the classifica-

tion process. This process will reduce computational time and subsequently increase the
performance of the system [6]. There are several methods that can be used to perform
dimensional reduction. One of the commonly used is based on Principal Component
Analysis (PCA) [7]. The combination of PCA and Logistic Regression has been used to
improve the accuracy of classification [8]. However, the accuracy is yet to be improved.
This paper proposes a new technique which is a combination of minimum Redundancy

Maximum Relevance (mRMR) and Modified Logistic Regression for data reduction and
data classifier, respectively. Logistic Regression model is known to have the risk of overfit-
ting problem. Moreover, overfitting is associated to the curse of dimensionality and small
sample size problem. Microarray is known to have the curse of dimensionality and the
small sample size problem. This is the reason why the model has the risk of overfitting.
Overfitting models will have a low prediction accuracy. Therefore, the classifier was

being modified to overcome the problem, by adding a regularization term to the cost
function. Therefore, the model was able to obtain the optimal set of thetas for the model.
The structure of this research is organized as follows. In Section 2, some of the previous

research which is related to this research is discussed. The system design of the proposed
method is presented in Section 3. Furthermore, the experiment result and the discussion
are discussed in Section 4. Finally, some conclusions are stated and discussed in Section
5.

2. Related Works. Turgut et al. [9] used 8 different classification methods to find the
most suitable method. The datasets used in this research were 2 breast cancer datasets
from different sources. This research concludes that Support Vector Machine (SVM) and
Logistic Regression are the best classifier among the others.
In 2018, Ma’ruf et al. [10] used the mRMR method as feature selection method with

SVM as the classifier. The system performance is good, with F1-score of 0.81667. This
research also compared the result of system with dimension reduction and without it.
Furthermore, the system without dimension reduction gave F1-score of 0.72. This research
concludes that the features that are selected from the dimension reduction process have
a better generalization and represent the characteristic of the class well.
Aydadenta and Adiwijaya [11] used random forest as the dimension reduction method

to decrease the redundancy of microarray data. The result is compared with the result of
system using random forest without redundancy reduction. Furthermore, the performance
of system using random forest gave the average accuracy of 72.63%. Meanwhile, random
forest with redundancy reduction gave 91.24% of accuracy. Finally, this research concludes
that redundancy reduction could be used to increase the performance of microarray data
classification.
In our previous research [8], we used the Principal Component Analysis (PCA) as the

feature extraction method and Logistic Regression as the classifier. The performance of
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the system gave the average accuracy of 72.58%. This low accuracy of the system is
due to the fact that Logistic Regression has the risk of overfitting, that leads to a low
accuracy of the system. To address this issue, this study will implement a modification to
the classifier, by adding a regularization term to the cost function of Logistic Regression.

3. Proposed Method. Datasets used are 4 different cancer datasets from Kent-Ridge
[4]. These datasets consist of Lung Cancer, Leukemia, Colon Cancer and Ovarian Cancer.
Furthermore, details of these datasets are shown in Table 1.

Table 1. Details of cancer datasets

Dataset Records Features Class
Colon Cancer 62 2.000 2
Lung Cancer 181 7.129 2
Leukemia 72 15.154 2

Ovarian Cancer 253 12.533 2

In Table 1, “Records” represents the quantity of patients that is being observed. While
“Features” represents the information of the gene expressions of each record. Since mi-
croarray data had much smaller number of records compared to the features, the di-
mensional reduction process using feature extraction or feature selection was necessary.
Furthermore, the ‘cancer’ class is denoted by 1 while the ‘not cancer’ class is denoted by
0.

The overview of system in this study consists of preprocessing the datasets, feature
selection, splitting dataset, classifier building, classification and system evaluation. Fur-
thermore, the system design can be seen in Figure 1.

The features in the datasets had a wide range of value, which could affect the system
performance. Therefore, the datasets are being preprocessed using normalization, so that
the value of the features on each dataset would be around 0 and 1.

Figure 1. System design
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3.1. Minimum Redundancy Maximum Relevance (mRMR). mRMR is a part of
feature selection method, which aims to select the features that have a high correlation
with the class (relevance) and a low correlation between each feature (redundancy).
Since microarray has continuous data attributes, the value of maximum relevance is

calculated using F -statistic between the attributes (genes) and the classification variable
h. Furthermore, value of F -test of gene variable gi in K classes represented as h has the
form:

F (gi, h) =

[∑
k

nk (ḡk − ḡ)

K − 1

]/
σ2 (1)

where ḡ is the mean value of gi in all sample of genes, ḡk is the average value of gi within
the kth class, and σ2 is the pooled variance (where nk and σk are the size and the variance
of the kth class). The t-test of 2-class classification will be reduced using F -test, with the
correlation F = t2. Thus, the maximum relevance of feature set S could be written as:

maxVf , Vf =
1

|S|
∑
i

F (i, h) (2)

The minimum redundancy condition may be specified in several ways. On this research,
we use Pearson correlation coefficient c(gj, gi) = c(i, j), and the condition is

minWc,Wc =
1

|S|2
∑
i,j

|c(i, j)| (3)

The set of MRMR feature is obtained by simultaneously optimizing the condition in
Equations (2) and (3).

3.2. Logistic Regression. Logistic Regression is known as an approximation of a math-
ematical model with an aim to analyze the correlation between some independent variables
and a dependent variable. Logistic Regression is different from linear regression on the
dependent variable type. Linear regression is applied for numerical variables, while Lo-
gistic Regression is applied for dichotomous variables [13]. Since the cancer data consist
of 2 classes, which are ‘cancer’ and ‘not cancer’, Logistic Regression was selected as the
classifier.
The formal model of Logistic Regression can be seen in Equation (4):

log
p(x)

1− p(x)
= θ0 + x · θj (4)

Here p(x) is a linear function of x⃗ and θ is the parameter of Logistic Regression. The
quantity of θ is affected by the quantity of data that is being processed. Furthermore,
the probability value of p(x) is obtained by using an exponential function that simplifies
the logarithm in Equation (4) to yield Equation (5):

p(x; b, w) =
eθ0+x·θj

1 + eθ0+x·θj
=

1

1 + e−(θ0+x·θj)
(5)

The mis-classification rate is minimized by predicting the value of p as 0, if the value
of p < 0.5. Meanwhile, the value of p is predicted as 1 if the value of p ≥ 0.5 [8].
The key problem of Logistic Regression is to find the value of θ, so the algorithm

will revolve to optimize parameter θ. The first step of θ optimization is to define the
cost function J(θ). Cost function represents optimization objective, which measures how
badly models are performing. The cost function needs to be minimized so that an accurate
model with minimum error could be developed. The lowest cost function is denoted by
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argmin J(θ) [14]. Furthermore, the cost function of Logistic Regression could be written
as:

J(θ) = − 1

N

[
N∑
j=1

y(j) · log
(
hθ

(
x(j)

)
+
(
1− y(j)

)
log

(
1− h

(
x(j)

)))]
(6)

where hθ is the prediction class of the data and y(j) is the actual class of the data.

Modified Logistic Regression. Logistic Regression attempts to predict a result based on
the independent variables. However, the model appears to have more predictive power
than it actually does. It is caused by the sampling bias. It will lead to the overstated
accuracy of its prediction or known as “overfit”.

Overfitting is associated to the curse of dimensionality and small sample size problem.
Overfitting occurs when the input has a high number of dimensions and a small number
of sample size [14]. Microarray is known to have the curse of dimensionality and the small
sample size problem. This is the reason why the model has the risk of overfitting.

Overfitting models will have a low prediction accuracy. Therefore, we need to overcome
the overfitting problem. There are some methods to overcome the problem, and one of
them is by using regularization [3]. Regularization is a technique used to reduce the error
of a model by fitting a function appropriately on the given training set.

There are several techniques of regularization. On this research, we will apply Lp
regularization and find the effect on logistic classification process. Lp regularization will
add an extra term to the cost function of Logistic Regression. The original cost function of
Logistic Regression is defined by Equation (6). Furthermore, the regularized loss function
is given by

E(θ,D) = J(θ,D) + λR(θ) (7)

The general Lp regularization is defined as:

R′(θ) = λ∥θj∥pp = λ

 |θ|∑
j=0

|θj|p
 (8)

where ∥θ∥ is the Lp norm of θ and λ is the parameter of regularization.

4. Experiment Results and Discussion. The results of testing and analysis of this
research consist of four parts: result and analysis of previous research, the application
of PCA + Modified Logistic Regression, mRMR + Logistic Regression and mRMR +
Modified Logistic Regression. Furthermore, the comparison of the results and the analysis
were conducted.

4.1. Principal component analysis with Logistic Regression. This research aimed
to improve the accuracy of cancer detection system on the previous research. The method
used on the previous research was Principal Component Analysis (PCA) with Logistic
Regression. PCA extracts features using eigenvalues and eigenvectors. Furthermore, the
eigenvectors were selected based on the Proportion of Variance (PPV).

PPV represented the percentage of selected eigenvalues to the total number of eigen-
values [14]. The PPV used on the research was 60%, 70%, 80%, 90% and 95%. The result
of previous research is shown in Table 2. The table shows that the value of PPV is not
correlated to the system accuracy of each dataset. PPV value represented the number
of selected features of PCA process, and the higher value of PPV indicates the higher
number of selected features.
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Table 2. Experiment result of previous research

PPV
Accuracy (%)

Colon Leukemia Lung Ovarian Avg
60% 50 60 57.22 90 64.31
70% 66.67 80 61.11 92 74.95
80% 58.33 70 47.22 93.6 67.29
90% 66.67 80 58.33 100 76.25
95% 66.67 90 63.89 100 80.14

Average 61.668 76 57.554 95.12 72.58

4.2. Principal component analysis with Modified Logistic Regression. As the
comparison to the previous research, the system using PCA as the dimension reduction
with Modified Logistic Regression as the classifier was implemented. The number of
assigned PPVs was equivalent to the previous research. Dimension reduction process
using PCA produced a subset feature with smaller dimension, called Principal Component
(PC). Furthermore, the number of PCs for each assigned PPV can be seen in Table 3.

Table 3. Number of PCs for each cancer dataset

PPV
Number of PCs

Colon Leukemia Lung Ovarian
60% 3 11 31 4
70% 6 16 54 5
80% 10 22 68 12
90% 22 29 93 35
95% 36 34 99 85

Based on Table 3, the value of assigned PPV is correlated to the number of PC’s
obtained. When the assigned value of PPV is larger, then the number of obtained PCs
would be greater. Meanwhile, the number of features of each cancer data is not correlated
to the number of PC’s obtained. Despite Ovarian Cancer has twice larger features number
than Lung Cancer, Lung Cancer dataset obtains a greater number of PCs for all assigned
PPV values. This means that the Ovarian Cancer dataset has a high redundancy.
Furthermore, the accuracy of each cancer data is as follows.

Table 4. Experiment result using PCA + Modified Logistic Regression

PPV
Accuracy (%)

Colon Leukemia Lung Ovarian Avg
60% 50 70 55.55 94 67.39
70% 66.67 80 55.55 96 74.55
80% 75 70 61.11 98 76.03
90% 66.67 90 50 98 76.17
95% 66.67 100 63.89 100 82.64

Average 65 82 57.22 97.2 75.35

Table 4 shows that the value of PPV is also not correlated to the system accuracy of each
cancer data. Besides, the average accuracy of each cancer data shows an improvement
on Colon and Leukemia Cancer dataset compared to the previous research. However, the
average of the system is higher than the previous research, i.e., 75.35%.
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4.3. mRMR with Logistic Regression. On this research, the testing of 4 different
cancer datasets is implemented using mRMR as the feature selection method and Modified
Logistic Regression as the classifier. Furthermore, features proportion indicated the ratio
of selected features to the total number of features. As the comparison to the modified
method, the test was also conducted using mRMR and Logistic Regression.

The parameter of mRMR was feature proportion, representing the number of selected
features to the total number of features. On this research, the value of assigned feature
proportion was 1%, 2%, 3%, 4% and 5%. Furthermore, the number of selected features
for each cancer data is presented in Table 5.

Table 5. Number of selected features for each cancer dataset

Features proportion
Number of selected features

Colon Leukemia Lung Ovarian
1% 20 71 125 151
2% 40 142 251 303
3% 60 213 376 454
4% 80 285 502 606
5% 100 355 627 756

Based on Table 5, the number of selected features of each cancer data is directly propor-
tional to the assigned value of features proportion. This was happened because mRMR
worked by ranking the features based on the F -statistic and Pearson correlation, then
selected the features based on assigned features proportion. Colon Cancer dataset has
2000 features, with 5% number of features proportion, and the number of selected features
is 100 features. Meanwhile, Leukemia Cancer dataset has 7129 features. As a result, the
number of selected features using 5% features proportion is 355 features. This means
that the number of selected features is the result of multiplying the assigned features
proportion to the total number of features.

The accuracy of the system is shown in Table 6.

Table 6. Experiment result using mRMR + Logistic Regression

Features proportion
Accuracy (%)

Colon Leukemia Lung Ovarian Average
1% 59.76 68.75 82.83 96 76.84
2% 66.27 78.125 85.1 98 81.87
3% 85.79 59.38 63 96 76.04
4% 79.2 59.38 82.83 96 79.35
5% 79.2 78.125 84.61 88 82.48

Average 74.04 68.75 79.67 94.8 79.31

Table 6 shows that the value of features proportion is not directly correlated to the
system accuracy of each cancer dataset. The highest testing accuracy of Colon Tumor
dataset is obtained at proportion value of 3%. Meanwhile, the highest testing accuracy
of Ovarian Cancer dataset was obtained at proportion value of 2%. This means that for
Colon Tumor dataset, the number of informative features is 60. Informative features are
the features with high relevance with the class and low redundancy each other. Meanwhile,
the number of informative features on Ovarian Cancer dataset is 375 features. Further-
more, the highest accuracy was obtained at the proportion value of 5%. This shows that
the highest accuracy is obtained when the data could be represented well. The average
accuracy of the system is higher than the system using PCA as the dimension reduction,
i.e., 79.31%.
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4.4. mRMR with Modified Logistic Regression. The obtained accuracy of system
using mRMR + Modified Logistic Regression is shown in Table 7. Based on Table 7, value
of features proportion is also not correlated to the obtained accuracy. The highest accura-
cy of Lung Cancer dataset is obtained with features proportion value of 2%. This means
that for Lung Cancer dataset, the number of informative features is 142 features. Mean-
while, the highest accuracy of Ovarian Cancer dataset obtained with features proportion
of 4%. This shows that for Lung Cancer dataset, the original dataset is represented well
with only 2% of the data. Meanwhile, the Ovarian Cancer dataset needs 4% number of
the original data to represent well.

Table 7. Experiment result using mRMR + Modified Logistic Regression

Features proportion
Accuracy (%)

Colon Leukemia Lung Ovarian Average
1% 92.31 85.71 97.29 90 91.33
2% 92.31 100 100 96 97.07
3% 85.79 100 89.19 98 93.25
4% 79.2 100 89.19 100 92.09
5% 79.2 100 94.59 98 92.95

Average 85.76 97.14 94.05 96.4 93.33

Furthermore, the highest average accuracy is obtained with features proportion value of
2%. This means that with only 2% number of data, the best accuracy could be obtained.
The average accuracy of the system is higher than the system using Logistic Regression
as the classifier, i.e., 93.33%. Moreover, a discussion with medical doctor concludes that
the proposed system is valuable for validating their diagnosis result of cancer patients.

5. Conclusions. In this research, mRMR is applied as the dimension reduction method
with Modified Logistic Regression as the classifier to classify 4 different cancer datasets.
The result of the experiment is compared with 3 other scenarios, which are PCA + Logistic
Regression, PCA + Modified Logistic Regression and mRMR + Logistic Regression.
The result of classification process using mRMR as the dimension reduction and Logistic

Regression classifier gives a higher accuracy than the PCA with the same classifier, for
Colon and Lung Cancer dataset. This implies that mRMR could produce an optimal set
of features by removing redundancy and keeping only the relevant features.
The assigned features proportion for mRMR is not directly correlated to the obtained

accuracy of the system. For Colon Cancer dataset using Modified Logistic Regression
classifier, highest accuracy is obtained with 1% and 2% features proportion. Meanwhile,
the Ovarian Cancer dataset needs 4% features proportion to obtain the highest accuracy.
Modified Logistic Regression method gave the higher accuracy compared to the Logistic

Regression method for all of the datasets. This implies that Modified Logistic Regression
could produce a set of optimal thetas for the system. On previous research, using PCA +
Logistic Regression system gave the average accuracy of 72.58%. Furthermore, the system
using mRMR + Logistic Regression gave the average accuracy of 79.31%. Meanwhile,
PCA + Modified Logistic Regression and mRMR + Modified Logistic Regression gave
the average accuracy of 75.35% and 93.33% respectively.
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