
ICIC Express Letters ICIC International c⃝2021 ISSN 1881-803X
Volume 15, Number 6, June 2021 pp. 531–543

ENSEMBLE CONVOLUTIONAL NEURAL NETWORK
ARCHITECTURES FOR LAND USE CLASSIFICATION

IN ECONOMIC CROPS AERIAL IMAGES

Sangdaow Noppitak1 and Olarik Surinta2,∗

1Department of Information Technology
Faculty of Informatics

Mahasarakham University
Maha Sarakham 44150, Thailand

61011261007@msu.ac.th

2Multi-Agent Intelligent Simulation Laboratory (MISL)
Department of Information Technology

Faculty of Informatics
Mahasarakham University

Maha Sarakham 44150, Thailand
∗Corresponding author: olarik.s@msu.ac.th

Received October 2020; accepted January 2021

Abstract. The analysis of land use and land cover is a task of remote sensing and
geographic information systems. Nowadays, deep learning techniques can analyze land
use and land cover with high performance. In this paper, we focus on the classification of
land use for Thailand’s economic crops based on the convolutional neural network (CNN)
technique. We evaluated the ensemble CNN framework on Thailand’s economic crops
aerial image dataset called the EcoCropsAID dataset. Five economic crops categories,
including rice, sugarcane, cassava, rubber, and longan, were collected using the Google
Earth program. Economic crops aerial images obtained between 2014 and 2018 were
considered. There were 5,400 images with approximately 1,000 images per class. Due
to the ensemble CNN framework, we first proposed to use eight pre-trained CNN models
consisting of InceptionResNetV2, MobileNetV2, DenseNet201, Xception, ResNet152V2,
NASNetLarge, VGG16, and VGG19 to discover the best baseline CNN model. Second,
three simplistic data augmentation techniques (rotation, width shift, and height shift) are
applied to increasing the accuracy of the CNN models. As a result, we found that the
three best models were VGG16, VGG19, and NASNetLarge architectures, respectively.
Finally, we created an ensemble CNN framework that consisted of 3 CNNs based on the
best CNN models. We also compared three ensemble methods, that were weighted av-
erage, unweighted average, and unweighted majority vote. From our experiments, the
results show that the VGG16 outperforms other CNN models. Consequently, the classifi-
cation performance on Thailand’s economic crops aerial image dataset was significantly
improved when the weighted average ensemble method was employed.
Keywords: Land use classification, Economic crops aerial image, Deep learning, En-
semble convolutional neural networks, Ensemble method, Data augmentation technique

1. Introduction. Thailand is a country that mainly exports agricultural products that
are economic crops, including rice, corn, cassava, sugar, rubber, palm oil, tapioca, and
longan [1]. Hence, the government sector has to analyze the information and forecast the
world economy, especially in agriculture, which requires the consideration of many factors
outside the country, such as the world agricultural economy, and crude oil price. The
domestic factors include the amount of water in reservoirs, rainfall, land use, etc. [2].
Without appropriate planning of land use, negative consequences might ensue, such as
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selection of the wrong plant products and quantities inconsistent with export to interna-
tional markets.
Land use and land cover can be interrogated by remote sensing (RS) and geographic

information system (GIS) tasks that can be used to analyze, plan, and manage the qual-
ity of human life in respect of many issues. For example, the rapidly growing population
causes environmental problems, air pollution, and temperature rise in urban areas [3].
Since the flooding in Ho Chi Minh City, Vietnam, Schaefer and Thinh [4] proposed using
GIS and RS methodologies to evaluate the changes of land cover and agricultural protec-
tion sites. In the future, planners can use the proposed methods in decision support for
managing land use. To address the problems caused by the rapid urbanization of human
activities in the Halda river located in the south-eastern region of Bangladesh, Chowdhury
et al. [5] used remote sensing and GIS to assess land use and land cover changes in the
Halda watershed. Populations in the Nile Delta, Egypt, require basic security because
of the unplanned urban growth [6] and propose a remote sensing technique to estimate
the land use change according to the unplanned urban growth by monitoring the human
activities that change in agricultural and urban areas. Consequently, remote sensing and
GIS are used to classify land use in problematic regions due to the landscape (i.e., hills
and lowlands) [7].
Nowadays, deep learning is a well-known technique proposed to address land use and

land cover classification. The techniques are widely used in land use classification, for
example, of buildings, paved roads, vegetation density, grassland, and water bodies [8].
Also, urban planning and management use deep learning models to classify land use in
urban areas using high-resolution satellite imagery (VHR) [9]. It can be seen that deep
learning can be employed to address the land use classification.
In this paper, we propose an ensemble convolutional neural network framework (CNN)

for classification of land use in economic crops aerial images. The contributions of this
paper can be summarized as follows.
1) We propose ensemble methods with deep convolutional neural networks, called the

ensemble CNN method for land use classification. Using the ensemble method, we present
the weighted average approach to find the optimal weight by applying weights to the
output probabilities of each baseline CNN model. Based on the CNN architecture,
we discover further efficient models by employing pre-trained CNN models from eight
CNN architectures, including InceptionResNetV2, MobileNetV2, DenseNet201, Xception,
ResNet152V2, NASNetLarge, VGG16, and VGG19. Our experimental results indicate
that the three best CNN models on the economic crops aerial image dataset are VGG16,
VGG19, and NASNetLarge, respectively. We also realize that the simplistic data aug-
mentation techniques, such as rotation and height shift techniques, could improve the
performance of the CNN method. We have demonstrated that the data augmentation
technique significantly increases the performance of the CNN model.
2) Our paper aims to enable the use of Thailand’s economic crops aerial image dataset,

namely the EcoCropsAID dataset, for land use classification. In this paper, we collect the
aerial image data between 2014 and 2018 by using the Google Earth program. The image
quality is different depending on the different remote sensor types used by the Google
Earth program; importantly, the aerial image quality is different. The EcoCropsAID
dataset consists of 5,400 images that contain five categories: rice, sugarcane, cassava,
rubber, and longan.
The remainder of this paper is organized as follows. Section 2 reviews the literature

in the domain of land use classification using deep learning architectures. The proposed
framework is introduced in Section 3. Section 4 describes the economic crops aerial image
dataset. In Section 5, the results of the proposed method are presented and discussed.
The last section concludes and advises feasible domains for future work.
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2. Related Work. This research focuses on the land use classification on aerial images
using deep learning algorithms. Many studies in remote sensing and geoinformatics have
mainly experimented on satellite images. In this paper, however, we experiment with
aerial images collected in RGB color space. We survey aerial image datasets that have been
used for land use and land cover classification tasks. The datasets, such as UC Merced
land use [10], RESISC45 [11], and aerial image dataset (AID) [12] datasets, were created
from the Google Earth program, except the EuroSAT dataset [13] that was collected
from the Sentinel-2 satellite. We collected the aerial image data from the Google Earth
program that considers only five economic crops consisting of rice, sugarcane, cassava,
rubber, and longan. The information on our proposed aerial image dataset is presented
in Section 4.

Many convolutional neural network (CNN) architectures, such as AlexNet, CaffeNet,
GoogleNet, VGGNet, PlacesNet, Inception, and ResNet, were proposed to address the
land use and land cover classification of the satellite images [14]. The CNN architectures
are also proposed to extract the deep features from the aerial image. Xia et al. [12]
proposed benchmark AID dataset, for aerial scene classification. The AID dataset con-
tains 10,000 images and 30 categories. They then applied CaffeNet, VGG-VD-16, and
GoogLeNet to extracting the deep features and classifying them using the Liblinear super-
vised classification. These methods achieved around 86% accuracy on the AID dataset.
Pilipović and Risojević [15] evaluated three CNN architectures: GoogLeNet, ResNet, and
SqueezeNet, on the high-resolution remote sensing dataset. The deep features were ex-
tracted using fine-tuned CNN models and presented to the support vector machine (SVM)
method as a classifier. The results showed that the GoogLeNet fine-tuned features com-
bined with the SVM outperformed the other methods on the UCM dataset. Additionally,
the ResNet fine-tuned features showed the best result on the AID dataset.

Han et al. [16] proposed a framework that combines the deep feature and discriminative
evaluation methods for scene classification and annotation, called the semi-supervised
generative framework (SSGF). To evaluate the performance, when considering only the
deep feature method, the ResNet model combined with supervised learning outperforms
all CNN models on the aerial image datasets, including AID, UCM, NWPU-RESISC45,
and WHU-RS19. The SSGF method that combined ResNet, VGG-S, and VGG-16 still
achieved the best accuracy result on all datasets.

For aerial scene classification, Zheng et al. [17] proposed a deep scene representation
approach. In this approach, deep features are extracted by the multi-scale max-pooling
method and then given to the Fisher vector method to encode the multi-scale features
into a global representation. Various pre-trained CNN models were evaluated, including
AlexNet, CaffeNet, GoogLeNet, and VGGNet, on different aerial scene datasets. This
approach achieved an accuracy above 93% on UCM, WHU-RS19, RSSCN7, and AID
datasets.

It can be seen that the CNN architectures can be proposed to address several clas-
sification tasks, such as land use, land cover, and aerial scene. This research presents
an ensemble CNN framework that combines the three beneficial baseline CNN models
to classify aerial images. The ensemble CNN can decrease the generalization error and
prediction variance. The proposed architecture is then explained as follows.

3. Proposed Ensemble Convolutional Neural Network Architecture. The en-
semble method aims to enhance the accuracy results of the classification tasks. This
method combines various classifiers instead of applying only an individual classifier and
provides more robust results [18, 19]. Figure 1 illustrates the ensemble convolutional
neural network (CNN) architecture. The proposed architectures consist of two schemes.
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Figure 1. The framework of ensemble convolutional neural networks for
land use classification in economic crops aerial images

In the first scheme, we first discover the best baseline CNN model from several state-of-
the-art CNN architectures, including VGG16, VGG19, Xception, ResNet, InceptionRes-
Net, MobileNet, DenseNet, and NASNetLarge. Second, the data augmentation techniques
are employed to improve the performance of the CNN models. Finally, according to our
experiments, we combine the three best CNN models. Then, the probability distribution,
which is computed by the softmax function, is assigned to classify using the ensemble
methods. The detail of the first scheme is explained in Sections 3.1 and 3.2.
The second scheme aimed to compare three ensemble methods: weighted average, un-

weighted average, and unweighted majority vote, regularly applied for neural networks.
The ensemble methods are described in Section 3.3.

3.1. Convolutional neural network (CNN) architectures. In this study, we pro-
pose CNN architectures to address the land use classification problem on Thailand’s
economic crops aerial image dataset (EcoCropsAID dataset). To find the three most ben-
eficial baseline CNN models, we compare the performance of eight CNN architectures,
including Xception, VGG16, VGG19, ResNet152V2, InceptionResNetV2, MobileNetV2,
DenseNet201, and NASNetLarge [20, 21, 22, 23, 24, 25]. We observe that the VGG16,
VGG19, and NASNetLarge architectures achieved high performance on the EcoCropsAID
dataset based on our experiments. In this study, we then created ensemble CNN using the
best three CNN architectures to enhance land use classification performance. We further
describe the baseline CNN architectures and the data augmentation techniques as follows.
VGGNet: In 2015, Simonyan and Zisserman [21] invented VGG Networks, namely

VGGNets. The VGGNets are designed according to the depth of the weight layers with
16-19 layers. These networks are divided into five convolutional blocks and the max-
pooling layer follows each block. In each block, to create the feature maps, the small
convolution filters with the size of 3 × 3 are computed. Then, in each block, the feature
maps are reduced by half size of the previous block. In contrast, the feature maps are
increased by double layers of the last block. Moreover, the FC layer is employed as the
classifier. Additionally, the two fully connected (FC) layers with 4,096 and the one final
FC layer are the outputs of the network. According to the EcoCropsAID dataset, in our
framework, the final FC layer is designed as five. The architecture the VGGNets is shown
in Figure 2.
NASNet: Zoph and Le [25] proposed a neural architecture search (NAS) that gener-

ates the CNN architecture using the recurrent neural network (RNN) with reinforcement
learning. In 2018, Zoph et al. [26] developed the learned transferable architecture by



ICIC EXPRESS LETTERS, VOL.15, NO.6, 2021 535

Figure 2. Network architectures of VGG16 and VGG19 (Bold)

extending the NASNet architecture. In this architecture, the RNN method is employed
as the search method to explore the best CNN architecture. The NASNet architecture
includes the normal and reduction cells searched by the RNN method. For the transfer ar-
chitecture, the best CNN architecture is created based on learning from the small dataset
(i.e., the CIFAR-10 dataset). Consequently, the CNN architecture is transferred to learn
with a large dataset (i.e., imageNet). The NASNet architecture comprises NASNetLarge
and NASNetMobile.

3.2. Data augmentation techniques for aerial images. The concept of data aug-
mentation is to solve the problem of having an insufficient amount of data by increasing
the number of training data [27]. Therefore, the new image is a synthesis from the original
images using different augmentation methods, and new diversity images are also generat-
ed. Image data augmentation techniques are classified into two main groups: basic image
manipulations (i.e., flip, color space, crop, rotation, translation, etc.) and deep learning
approaches (i.e., adversarial training, neural style transfer, and meta-learning) [28].

Due to the aerial image data augmentation techniques, two categories are introduced,
including instance-based augmentation (such as geometric, color, deformation, enhance-
ment, and brightness) and fusion-based augmentation (i.e., the RGB channels from the
satellite images are combined) [29].

Our experiments perform three data augmentation techniques: rotation, width shift,
and height shift. The example images of the basic manipulation techniques are shown in
Figure 3.

3.3. Ensemble methods. Due to an increment in the classification performance, the
output probabilities of the CNN models are combined and classified using the ensemble
methods. A brief explanation of the ensemble methods is as follows.

Unweighted average method: In this method, the CNN output probabilities of
each model, which are computed by the softmax function, are averaged [30]. The highest
probability is decided as a result. The output (ŷi) is computed by Equation (1):

ŷi =
1

n

n∑
j=1

yi (1)

where yi is the output probabilities of the CNN model and n is the number of the CNN
models.
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Figure 3. Example of data augmentation techniques: (A) Original image,
(B) rotation, (C) width shift, (D) height shift, and (E) combination between
rotation and width shift

Weighted average method: Due to the classification performance of the CNN model,
the different weights are applied to the output probabilities. Hence, the higher weight is
assigned to the CNN model that achieved a higher classification rate [31]. The weighted
average method is given by Equation (2):

ŷi =
1

n

n∑
j=1

αyi (2)

where α is a weight that multiplies with the output probabilities yi of the CNN models.
Unweighted majority vote method: The argmax function is applied to the output

probabilities of each CNN model and determined as the predicted labels. For each class,
the number of votes is counted. Then, the most maximum votes are decided as the final
decision [32]. The unweighted majority vote method is calculated by Equation (3):

ŷi =
1

n

n∑
j=1

argmax(yi) (3)

where argmax returns the maximum value of the output probabilities yi of the CNN
models.
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4. Thailand’s Economic Crops Aerial Image Dataset. We introduce the novel
economic crops aerial image dataset, namely the EcoCropsAID dataset. This dataset was
collected in Thailand from five economic crops that were cultivated in different provinces
and regions between 2014 and 2018. The aerial images of economic crops were gathered
based on Agri-Map Online provided by the Ministry of Agriculture and Cooperatives and
the National Electronics and Computer Technology Center (NECTEC). The Agri-Map
Online is an agriculture map that all departments under the Ministry of Agriculture and
Cooperatives use as an agriculture management tool. Subsequent agricultural informa-
tion is accurate and up-to-date [33]. Then, the Google Earth application was employed
to capture aerial images after we selected the economic crops areas in which images were
to be collected. It is quite a complex dataset because the Google Earth program used
several remote imaging sensors [12] to record the aerial images.

The EcoCropsAID dataset includes five categories (rice, sugarcane, cassava, rubber,
and longan) and contains 5,400 images. Each class has around 1,000 images. To prepare
the aerial images of the economic crops, we recorded the image with 600× 600 pixels and
stored it in the RGB color format. Sample aerial images of this dataset are shown in Figure
4. As seen in Figure 4(A), the first row is the cassava field, that is at commencement of
planting. However, the third row was a change in land use from rice field to cassava field
because strange lines have appeared. Also, Figure 4(E) (first and second rows) shows a
change in land use from rice field to sugarcane field. The pattern of the longan area is
similar to the rubber area, as shown in Figure 4(D) in the first and second rows. As seen
in Figure 4(C), the first row presents a wet area. The second row of Figure 4(C) illustrates
the not yet planting area, while the third row is the beginning of planting. The challenges
of classification on the EcoCropsAID dataset are 1) many different image resolutions
and colors are contained in the EcoCropsAID dataset due to the various remote imaging
sensors, 2) the similarity of patterns amongst each class, for example, longan and rubber,
and 3) the difference of pattern inside the same class, for example, cassava and rice.

Figure 4. Example of economic crops aerial images: (A) Cassava, (B)
longan, (C) rice, (D) rubber, and (E) sugarcane

5. Experimental Results. In this section, we present experiments on our economic
crops aerial image dataset. All experiments are tested in the same environment. We used
the TensorFlow as the deep learning framework that runs on Intel(R) Core-i9-9900K CPU
@ 3.60GHz ×16, 32GB RAM, and GPU NVIDIA GeForce GTX 1080Ti. The experiment
results are explained as follows.
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5.1. Experiments with CNN architectures and data augmentation techniques.
For the CNN experiments, we will present the best setting parameters of the CNN models
on the EcoCropsAID dataset. However, to find the best setting parameters of the CNN
models, we randomly select 25% (1,350 images) for the training data and test data. Eight
CNN models are selected: Xception, VGG16, VGG19, ResNetV2, InceptionResNetV2,
MobileNetV2, DenseNet, and NASNetLarge. We use the transfer learning technique to
train eight pre-trained CNN models. We focus on performing two optimization algo-
rithms, including stochastic gradient descent (SGD) and Adam optimizers. The batch
size experiments used sizes of 4, 8, 16, 32, and 64. The learning rate and the number of
training epochs are determined as 0.001 and 100.
Table 1 shows the best CNN parameters and classification performances achieved from

eight CNN models. The experiment results show that the VGGNet performs much bet-
ter than other CNN models. The VGG16 significantly outperforms the VGG19. Also,
VGGNets require less computation time (it took around 12 minutes). However, based on
our experiments, the worst performance with approximately 48% accuracy is the Incep-
tionResNetV2 and MobileNetV2 models. Subsequently, the NASNetLarge model requires
more computation time and spends around 1 hour and 20 minutes. When comparing
the accuracy between different optimizers and different batch sizes, we found that SGD
obtained better results than Adam, except for Xception and NASNetLarge. The Adam
optimizer performed better when using a small batch size, while the SGD optimizer gave
better experiments when using a large batch size. Considering the results, as shown in Ta-
ble 1, we selected and performed other experiments based on three CNN models: VGG16,
VGG19, and NASNetLarge.

Table 1. Performances of the convolutional neural network architectures
on the EcoCropsAID dataset

Model Optimizer
Batch
size

Accuracy (%)
Training
time

No. of
parameters

InceptionResNetV2 SGD 16 48.00 29 mins 54,828,261
MobileNetV2 SGD 32 48.40 5 mins 2,571,589
DenseNet201 SGD 64 50.75 15 mins 18,792,389
Xception Adam 16 52.99 21 mins 21,885,485

ResNet152V2 SGD 64 59.87 19 mins 58,833,413
NASNetLarge Adam 8 62.29 1 h 21 mins 87,356,183

VGG19 SGD 64 85.92 12 mins 20,149,829
VGG16 SGD 16 87.57 11 mins 14,840,133

Figure 5 shows the confusion matrices of VGG16, VGG19, and NASNetLarge models.
The confusion matrix shows that the cassava class was misclassified as belonging to the
sugarcane class. The VGG16, VGG19, and NASNetLarge misclassified 29, 35, and 92
images, respectively and this is because the patterns of the cassava and sugarcane classes
are quite similar.
For data augmentation experiments, the EcoCropsAID dataset is divided into a training

set 80% (4,320 images) and a test set 20% (1,080 images). As seen from the results in
Table 2, we experimented with three CNN models, VGG16, VGG19, and NASNetLarge,
as pre-trained models. We also considered three data augmentation techniques: rotation,
width shift, and height shift to increase the performance of the CNN models. These
data augmentation techniques do not destroy the aerial image spectral information [34].
We explore the optimal values by configuring the parameters of the data augmentation
techniques as follows. The rotation technique parameter is 10, 20, and 30 degrees; width
and height shift parameters are 0.1, 0.2, and 0.3 ratios. As a result, the optimal parameter
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(A) VGG16 (B) VGG19

(C) NASNetLarge

Figure 5. The confusion matrices of (A) VGG16, (B) VGG19, and (C)
NASNetLarge models

Table 2. Test accuracy (%) of the CNN architectures and data augmen-
tation techniques on the EcoCropsAID dataset

Model
(Data augmentation)

Optimizer
Batch
size

Accuracy
Training
time

No. of
parameters

NASNetLarge
(Hshift)

Adam 8 59.40 1 d 1 h 12 mins 87,356,183

NASNetLarge
(Rotation + Hshift)

Adam 8 79.60 1 d 1 h 29 mins 87,356,183

VGG19
(Rotation + Hshift)

SGD 64 86.50 6 h 23 mins 20,149,829

VGG19
(Hshift)

SGD 64 88.30 6 h 20 mins 20,149,829

VGG16
(Rotation + Hshift)

SGD 16 91.50 6 h 39 mins 14,840,133

VGG16
(Hshift)

SGD 16 91.50 6 h 39 mins 14,840,133
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of the rotation is 10 degree, width shift (Wshift) is 0.3 ratio, and height shift (Hshift) is
0.3 ratio. It should be noted that we examine data augmentation techniques by combining
two more data augmentation techniques [27]: rotation +Wshift, rotation + Hshift, Wshift
+ Hshift, and Wshift + Hshift.
Table 2 shows the experimental results of the CNN models and data augmentation

techniques. The experiments show that the VGG16 (Rotation + Hshift) and VGG16
(Hshift) are the best models with an accuracy of 91.50%. These VGGNets spend around
6 hours and 30 minutes when training. However, The NASNetLarge (Rotation + Hshift)
obtains 79.60% accuracy, which is 11.90% lower than the VGGNet models. When training
the model, the NASNetLarge requires more than 24 hours. The results also showed
that the VGG16 model performed better than VGG19 and NASNetLarge models. It is
concluded that the deep layers and number of parameters did not affect the land use
classification accuracy.

5.2. Experiments with ensemble methods. In these experiments, we have evaluated
the ensemble methods consisting of unweighted average, weighted average, unweighted
majority vote methods. For the weighted method, we optimize the weighted parameters
using the grid-search method. We perform four ensemble CNN methods as follows: 1)
NASNetLarge (Rotation + Hshift) + VGG19 (Hshift) + VGG16 (Hshift), called E1 mod-
el; 2) VGG16 (Rotation + Hshift) + VGG16 (Rotation + Wshift) + VGG16 (Rotation +
Wshift + Hshift), called E2 model; 3) VGG16 (Rotation + Wshift) + VGG16 (Rotation
+ Wshift + Hshift) + VGG16 (Wshift + Hshift), called E3 model; 4) VGG16 (Rotation
+ Hshift) + VGG16 (Rotation + Wshift) + VGG16 (Wshift + Hshift), called E4 model.
Table 3 provides the accuracy results of three ensemble methods on the EcoCropsAID

dataset. We observed that the weighted average ensemble method insignificantly outper-
forms the average ensemble method on models E2-E4, but with model E1 it was equally
accurate.

Table 3. Performances of the ensemble CNN methods on the EcoCrop-
sAID dataset

Model
Ensemble method

Unweighted majority vote Unweighted average Weighted average
E1 92.00 92.60 92.60
E2 91.90 92.40 92.70
E3 92.30 92.30 92.70
E4 92.50 92.60 92.80

In the grid search experiments, we defined the range of the weighted parameters of
0-0.995. We explored the weighted parameters on the training set. The total amount
of the weighted parameters is equal to one. It took about 18 minutes to search. The
best-weighted parameters for each ensemble CNN model (E1-E4) were as follows: E1 =
[0.08, 0.27, 0.65], E2 = [0.07, 0.86, 0.07], E3 = [0.86, 0.09, 0.05], and E4 = [0.07, 0.86, 0.07].
Additionally, as can be seen from Figure 6, the confusion matrix explains that the

misclassified from cassava class to sugarcane class is reduced from 29 to 22 images and
misclassified from sugarcane class to cassava class is reduced from 9 to 2 images. Con-
sequently, it can be seen that the ensemble CNN method achieves higher efficiency than
training with only the individual CNN architecture.
The confusion matrix of the VGG architecture is illustrated in Figure 6(A). The results

show that 29 cassava images are misclassified as belonging to the sugarcane class. Also, 8
cassava images are misclassified as rice class. Subsequently, 13 rice and 9 sugarcane images
are misclassified as cassava. The confusion matrix of the ensemble CNN method is shown
in 6(B). When capturing the aerial images at the beginning of the cultivation period,
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(A) VGG16 (B) Ensemble CNN

Figure 6. Illustration of confusion matrix of (A) the VGG16 architecture
when using the data augmentation technique with the height shift tech-
nique and (B) the ensemble CNN with the weighted average method on the
EcoCropsAID dataset

Figure 7. The results indicate that (A) several samples of (∼ 29) cassa-
va class are misclassified as sugarcane class and (B) (∼ 13) rice class are
misclassified as cassava class.

the cassava and sugarcane patterns always appear to be similar and it is challenging to
distinguish between these two classes. The misclassification between the cassava and rice
classes is shown in Figure 7.

6. Conclusions. In this paper, we have compared several convolutional neural network
(CNN) architectures to discover the baseline CNN models for land use classification. For
land use classification, we propose a novel dataset of Thailand’s economic crops aerial im-
ages called the EcoCropsAID. This dataset includes five classes (rice, sugarcane, cassava,
rubber, and longan) and contains 5,400 economic crops aerial images collected from the
Google Earth program. We chose eight CNN models comprising InceptionResNetV2, Mo-
bileNetV2, DenseNet201, Xception, ResNet152V2, NasNetLarge, VGG16, and VGG19, in
order to discover the best CNN model. From the experimental results, we conclude that
the performance of the VGG16 and VGG19 models is unequivocally better than other
CNN models. The experiments show that the VGG architecture significantly outperforms
NASNetLarge with an accuracy of approximately 20% and InceptionResNetV2 with 37%
accuracy. We have also demonstrated the impact of the data augmentation technique.
Surprisingly, even the uncomplicated data augmentation techniques, such as rotation and
height shift, improve the performance of the CNN architectures. The accuracy increased
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by 17.31% when training the NASNetLarge architecture using data augmentation tech-
niques.
We propose the ensemble CNN framework to achieve higher performance of land use

classification. According to the ensemble method, three ensemble methods are then com-
pared, including unweighted average, weighted average, and unweighted majority vote.
The experiments showed that the three baseline CNN architectures combined with the
weighted average ensemble method outperform when combined with the other ensem-
ble methods. In order to evaluate the proposed framework, our ensemble CNN method
achieved the recognition accuracy of 92.80% on the EcoCropsAID dataset. Although the
ensemble method is an outstanding way to enhance the recognition performance, it does
not improve the accuracy results if there is a high variance in the accuracy between each
model.
In future work, to enhance the performance of land use classification, we will experiment

on the various ensemble methods, such as the snapshot ensemble and stacked ensemble
[35]. We will also consider self-supervised feature learning to extract the spatial feature
[17] from the economic crops aerial image and classify the feature vector with other deep
learning such as long short-term memory (LSTM) network. We are interested in using
generative adversarial networks (GANs) [36] as the data augmentation technique.
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